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1 INTRODUCTION

Social network interventions are used across a wide variety of domains to disseminate information or inspire changes in behavior; application areas range from substance abuse [24], to microfinance adoption [1], to HIV prevention [27, 28]. Such processes are computationally modeled via the influence maximization problem, where the goal is to select a subset of nodes from the network to spread a message, such that the number of people it eventually reaches is maximized. Several algorithmic approaches have been proposed for influence maximization [4, 10, 12, 16].

However, real-world applications of influence maximization are often limited by the high cost of collecting network data. In many domains, for instance, those arising in public health, a successful intervention requires information about the face-to-face interactions with the members of a population. This information is typically gathered via in-person surveys; conducting such surveys requires substantial effort on the part of the organization deploying an intervention. We are motivated in particular by the problem of using influence maximization for HIV prevention among homeless youth, where algorithms have been successfully piloted in real-world settings [27, 28]. In the HIV prevention domain, gathering the social network of the youth who frequent a given homeless centre requires a week or more of effort by social workers, which is not feasible for a typical community agency.

The method proposed in [27] addresses this by introducing the CHANGE algorithm which uses a simple yet effective sampling method: surveying random nodes and one of their neighbours to discover parts of the social network. Each node that is surveyed reveals its neighbours, allowing us to observe a subgraph of the entire social network. The subgraph is used to pick influential set of nodes by applying a influence maximization algorithm on it. Thus the discovered subgraph acts as a surrogate to the entire network for deciding on influential actors. Existing network discovery algorithms are entirely hand-designed [25, 27], typically aiming to exploit a specific property of graphs such as community structure or the friendship paradox [8] to get the surrogate graph.

This raises the question of whether it is possible to automatically train an agent for network discovery; exploring from the entire space of network discovery policies may yield more effective results than hand-engineered approaches. Hence, we employ reinforcement learning (RL) to discover better heuristics on a given network dataset. Instead of hard-coding a reliance on particular structural network features (as in previous works [25, 27]), our agent learns from scratch how to represent the social network in a way that is conducive to effective sampling policies. This allows it to exploit additional structural properties that were not used in previous approaches, ultimately enabling better performance.

In particular, our approach leverages the availability of historical network data from similar populations (for instance, when deciding which youths to survey for an HIV prevention intervention, we can deploy policies learnt from training using networks gathered at other centres). As a consequence, our agent learns more nuanced policies which can both be fine-tuned better to a particular distribution of graphs and which can adapt more precisely over the course of the surveying process itself (since the trained policy is a function of a graph discovered so far). Even if training networks are not available from the specific domain of interest, we show that comparable performance can also be obtained by training on standard social network datasets or datasets generated synthetically using community structure information and transferring the learned policy unchanged to the target setting.

The main contributions of our work can be summarized as follows:

1. We formulate the process of network discovery for influence maximization as a sequential decision problem via a Markov Decision Process (MDP). To solve this MDP, we propose a neural network architecture called Geometric-DQN and a training algorithm that uses Deep Q-learning to learn policies for network discovery by extracting relevant graph properties from the training dataset. To the best of our knowledge, this is the first work to use deep reinforcement learning for network discovery to aid influence propagation in unknown networks.

2. One key feature of Geometric-DQN is its ability to learn both global state representations for the entire discovered graph and local action representations for the individual nodes; capturing information at both scales allows our agent to learn nuanced policies. Our RL algorithm can accommodate an arbitrary number of actions (nodes) that can vary depending on the state (graph). We also enable training across multiple graphs by designing an appropriately scaled reward scheme that is applicable across different kinds of networks. This allows Geometric-DQN to benefit from training on multiple similar graphs resulting in superior performance compared to the baselines.

3. Motivated by the benefits of training on multiple networks, we propose to use synthetically generated graphs from a similar population to augment existing networks. This allows the model to obtain improved performances, especially when there are limited number of training networks. To this end, we design
algorithms that leverage community structure from available training graphs to generate graphs with similar properties.

(4) We experimentally evaluate our RL-based network discovery algorithm on social networks from four different domains. Our model outperforms previous state-of-the-art sampling approaches by a substantial margin of 7-23%.

2 PROBLEM DESCRIPTION

Our problem is ultimately motivated by the goal of choosing a set of seed nodes in a social network who will disseminate information to as many other nodes as possible. To model information diffusion over the network, we use the standard independent cascade model (ICM) [11], which is the most commonly used model in the literature.

In the ICM, every node is either active or inactive. At the start of the process, every node is inactive except for the seed nodes, $S$. The process unfolds over a series of discrete time steps. At every step, each newly activated node attempts to activate each of its inactive neighbors and succeeds with some probability $p$. The process ends when there are no newly activated nodes at the final step.

Our algorithm is concerned with discovering a subgraph of the social network such that the $|S|$ seed nodes chosen from the discovered subgraph maximize the number of activated nodes at the end of the process. The subgraph is discovered as follows: at each step, we query a node from the already discovered subgraph. The queried node then reveals its neighbors, expanding the discovered subgraph. This process goes on for a fixed number of steps after which we use the final discovered subgraph as input to an influence maximization algorithm. This process is illustrated in Figure 1.

![Figure 1: Network discovery for Influence maximization](image)

We can define the problem more formally as a sequential decision problem. Let the entire unknown graph be $G^* = (V^*, E^*)$. Let $X \subseteq V^*$ denote a vertex set. Let $G[X]$ denote a sub-graph of $G^*$ induced by $X$. Let $V(G)$ be the vertex set of a graph $G$ and $E(G)$ be edge set of $G$. Let $N_G(u)$ be neighbors of vertex $u$ in a graph $G$. $E(X, Y)$ be all direct edges that connect a node in $X$ and a node in $Y$. Initially, we are given a set of seed nodes, $S$, whose connections are observed. When no prior information is available, these seeds could be obtained by querying nodes at random. The agent has a budget of $T$ queries to gather additional information. When we query a node, we discover the neighbors of the queried node. Let $G_t$ be the sub-graph discovered after $t$ queries with vertex set $V_t = V(G_t)$. Let $G_0 = (S \cup N_{G_0}(S), E(S, N_{G_0}(S)))$. During the $(t+1)^{th}$ query, we choose a node $u_t$ from $G_t$ and observe $G_{t+1} = (V_t \cup N_{G_t}(u_t), E(G_t) \cup E(N_{G_t}(u_t), \{u_t\}))$. For any observed graph, we can use the greedy influence maximization algorithm [12] (which assumes that the entire graph is known) as an oracle to determine the best set of nodes to activate based on the available information. Let $A = O(G)$ be the output of this oracle on graph $G$, and let $I_G(A)$ be the expected number of influenced nodes in $G$ on choosing $A$ as the set of initial active nodes. The task is to find a sequence of queries $(u_0, u_1, \ldots, u_{T-1})$ such that the discovered graph $G_T$ maximizes $I_{G_T}(O(G_T))$, i.e., we need to discover a subgraph $G_T$ such that the nodes selected by $O$ in $G_T$ maximizes the number of nodes influenced in the entire graph, $G^*$.

There is no existing method to directly optimize $I_{G_T}(O(G_T))$ given $G_0$. Therefore, we employ reinforcement learning by converting the problem into a Markov Decision Process (MDP), to explore different heuristics and generate improved sampling policies over time. Since we use deep reinforcement learning methods that require the states and actions to be real-valued vectors, we need to extract vector representations that summarize important properties of individual nodes or of the graph as a whole. We show how we can automatically learn effective representations in tandem with process of discovering policies via a Q-learning based algorithm.

3 METHODOLOGY

Previous work has used entirely hand-designed heuristics for network discovery. In order to automatically produce more effective agents for the problem, we introduce a series of methodological contributions. First, we provide a MDP formulation of the problem, with appropriately defined rewards to enable training across multiple graphs. Second, we propose a step-reward function to alleviate reward sparsity. Third, we propose a combination of local and global embeddings as the state and action representation, which both solves unique difficulties in the way our problem’s action space and provides more nuanced contextual information to our agent. Previous work on graph reinforcement learning [13] did not use a distinct global representation, which we found to be an important part of success in our domain. Fourth, we propose a data augmentation technique based on fitting a probabilistic model and generating additional synthetic graphs, allowing our agent to perform well when real-world network data is scarce. The following sections detail these contributions.

3.1 Markov Decision Process Formulation of Network Discovery problem

We start by formalizing the network discovery problem as a MDP.
State: The current state is the discovered graph $G_t$.

Actions: Given a sub-graph $G_t$, we can query any of the nodes in $G_t$ which are not yet queried. Thus, the action space is $V_t / \{S \cup \{i \leq t \ u_i\} \{t > 0 \text{ or is } N_{G_t}(S) \text{ if } t = 0\}$.

Rewards: The reward we get after $T$ steps is the number of nodes influenced in the entire graph, $G^*$ using the discovered graph, $G_T$ which is $I_{G^*}(O(G_T))$. We denote this reward, which the model receives at the end of an episode as $R_T$.

Rewards when using multiple graphs: When we train simultaneously on multiple graphs from the dataset, the task is no longer an MDP since the next state depends on which graph from the training dataset we are currently training on, which is unknown to the agent. Hence, the problem becomes a POMDP (Partially observable MDP) [17] where the distribution over next state on choosing an action is also conditionally dependent on graph used along with previous state.

The range of rewards values are highly dependent on size and structure of the graphs considered. Therefore, we can’t directly use this reward signal to train with multiple graphs simultaneously without appropriate reward normalization. We solve this problem by scaling the reward. Specifically, we compare the influence reward $I_{G^*}(O(G_T))$ with reward from using the CHANGE algorithm [27], a state-of-art algorithm that also serves as our baseline. We also keep the range of reward between 0 and 1 to improve the stability of DQN training [18]. We normalize the influence reward as:

$$R_s = \frac{I_{G_T}(O(G_T)) - \text{CHANGE}(G^*)}{\text{OPT}(G^*) - \text{CHANGE}(G^*)}$$

where $\text{CHANGE}(G^*)$ is the average number of influenced nodes when the graph is sampled using CHANGE [27] and OPT is the number of influenced nodes when we select the active nodes given the knowledge of entire graph, i.e, $I_{G^*}(O(G^*))$.

We use CHANGE for bounding $R_s$ in Equation 1 because of three reasons. Firstly, CHANGE is a powerful method for graph discovery and dominates other state-of-art sampling methods in terms of performance. Secondly, it is computationally inexpensive to simulate sampling according to CHANGE on large networks. Hence we can pre-compute performance of CHANGE for multiple training graphs before training the RL model. Finally, it is hard to find a feasible alternative to Equation 1 that uses network graph properties like size and density to estimate the range of influence rewards to scale it appropriately for different domains of networks.

Step-rewards: While these rewards are well-scaled and translate across networks, they are only available at the end of each episode. Hence, we also add step-rewards at each step to help alleviate reward sparsity and encourage the agent to learn to find larger graphs. The step-reward $R_{p,t}$ at time $t$ is given as:

$$R_{p,t} = \frac{|V(G_t)| - |V(G_{t-1})|}{|V(G^*)|}$$

It was observed that while the step-rewards are about two orders of magnitude less than the influence reward in general, they are usually essential for initial stable learning. While we found that our method tends to discover larger graphs than the baselines, there was no correlation between a model’s performance and the size of the graph it discovers. We suspect that the step-rewards are important during initial phase of training, after which the final reward signal dominates.

3.2 Representation learning for Geometric-DQN

The MDP formulation presents us with challenges atypical of most reinforcement learning problems. A social network is a very structured object that can vary in size and complexity. To condition the decision making process on the graph, we need a good vector representation of the graph. The actions, which are nodes of the networks yet to be queried, need to be represented as vectors that encode structural information of the node in the context of the discovered network.
Structure of Geometric-DQN network: The network discovery problem imposes new challenges on how representations are structured, which are not encountered in other RL problems. First, reinforcement learning problems usually have a fixed set of actions. Even when the action space is continuous, the range of action is known a priori and bounded. However, in this case, the size of action set (number of queryable nodes) depends on current graph. Second, the node representation is a function of the current state, i.e., the same node could have very different neighborhood properties and hence different embeddings in context of two different graphs. Therefore, the original DQN architecture [18], which takes only the state representation as input and outputs action values, can’t be used. To resolve these challenges, we input both state (high-level graph representation) and action representation (node embeddings) to the DQN and train it to predict the state-action value. This allows Geometric-DQN to augment the global information from graph embeddings with the neighborhood information of node embeddings, adapting its actions to the information obtained so far.

Algorithm 1: Train Network

```
Input : Train Graphs $G = \{G_1, G_2, \ldots, G_K\}$, number of episodes $N$, Query budget $T$, number of random seeds $|S|$
1 Initialize DQN $Q_{\theta}$ and target DQN $Q_{\theta}^*$ with $\theta = 0^t$;
2 Initialize Prioritized Replay Buffer $B$
3 for episode $= 1$ to $N$ do
4 $G = \text{sample}(G)$;
5 $S = \text{sample}(G)$;
6 $V_0 = S \cup N_G(S)$;
7 Initial graph is $G_0 = G|V_0|$;
8 $F_0 = \text{DeepWalk}(G_0)$ and $S_0 = (F_0, A_0)$;
9 $X \leftarrow N_G(S)$;
10 for $t = 0$ to $T - 1$ do
11 With probability $\epsilon$ select a random node $v_t$ from $X$
else select node $v_t \leftarrow \underset{v \in X}{\arg\max} Q_{\theta}(S_t, \phi(v))$;
12 Query node $v_t$ and observe new graph $G_{t+1}$;
13 Set $R \leftarrow R_{p,t}$ [Eqn. 2];
14 if $t = T - 1$ then
15 $R \leftarrow I_G^p(\phi(G))$
16 $R_t = R - \text{CHANGE}^p(G) / \text{OPT}^p(G) - \text{CHANGE}^p(G)$
17 $F_{t+1} = \text{DeepWalk}(G_{t+1})$ and $S_{t+1} = (F_{t+1}, A_{t+1})$;
18 Add $(S_t, \phi(v_t), R_t, S_{t+1})$ to prioritized replay buffer $B$;
19 Sample from $B$ and update $Q_{\theta}$;
20 $X$ is the set of nodes not yet queried in $G_{t+1}$;
21 end
22 Update target network $Q_{\theta}^*$ with parameters of $Q_{\theta}$ at regular intervals;
23 end
```

3.3 Model training and deployment

For training, we can use single or multiple graphs. Algorithm 1 summarizes the training steps. At the start of every episode, we sample a graph at random from available training graphs (Line 4). Every time we expand the discovered graph, for timestep $t$, we compute node embeddings for all vertices in $G_t$ (Lines 8, 18).
The Deepwalk representation for node $v$, denoted as $\phi(v)$, is a $d$-dimensional vector. Then we create the feature matrix $F_t^u \in \mathbb{R}^{V_t \times d}$ whose rows are the embeddings of nodes in $V_t$. $F_t^u$ is fed along with adjacency $A_t$ as input for Geometric-DQN. The state is represented by $S_t = (F_t^u, A_t)$. For each of the nodes $v$ which are not queried yet until $t$, we get the state-value $Q(S_t, \phi(v))$ and choose the node $v_t$ that has maximum estimated state-value to query next (Line 12). We receive the reward as discussed and observe the new graph $G_{t+1}$ (Line 13). We also store the experience $(S_t, \phi(v_t), R_t, S_{t+1})$ in replay buffer. Since we use prioritized replay [22], we also compute the TD error which is used to determine the importance of the experience in training. Since the rewards are scaled (Equation 1) we can combine experiences from different graphs, enabling the agent to generalize better. After we train the DQN, we can deploy it on a new network after freezing the weights of Q-network. The deployment algorithm is similar to the training algorithm in that we compute Deepwalk embeddings for nodes at each step and find the next node to query based on the estimated state-values of all nodes which are not queried yet.

3.4 Synthetic graph generation

In many real domains, only a small number of actual networks are available. To alleviate this difficulty, we propose a data augmentation strategy which uses known structural properties of the family of networks to synthetically generate graphs for training. Even if a large number of training graphs are available, adding synthetic graphs provides the model with a richer training set and encourages robustness to small perturbations in the graph structure.

Our strategy is based on Stochastic Block Models (SBMs), which originated in sociology [9] and can generate graphs that emulate structural properties seen in real world social networks. SBMs generate random graphs containing densely connected communities. The individual communities generated are Erdos-Renyi graphs with edge probability $p_{in}$. The communities are interconnected sparsely by assigning an edge between each pair of nodes of different communities with a low probability $p_{out}$.

In this work, for each training graph, we construct a stochastic block model based on size of densely connected components of the graph called communities, determined using the louvain community detection algorithm [3]. The Louvain community detection algorithm maps each node of input graph to one of the communities. For each community, we find the maximum likelihood estimate $p_{in}$ since we know the actual number of edges within the community. Similarly, using edge information of actual graph, we find the maximum likelihood estimate $p_{out}$ for the allocated community structure. Thus, we have a SBM model with a distinct $p_{in}$ for each community.

For retweet networks, we make a small change to the SBM model, which we refer to as the Stochastic Star Model (SSM): We assume each community is a star-graph instead of a Erdos-Renyi graph (and estimate only $p_{out}$). This is justified by the observation that retweet networks usually [15, 21] looks like interconnected network of star graphs. During training we generate SBM or SSM graphs using parameters estimated on the real graphs.

4 EXPERIMENT SETUP

Datasets: We evaluate the effectiveness of our model on datasets from four different domains: 1) Rural Networks - networks gathered by [1] to the study diffusion of micro-finance in Indian rural households, 2) Retweet Networks from twitter [20], 3) Animal Interaction Networks - networks are a part of the wildlife contact networks collected by [5] to study the physical interactions between Voles, 4) Homeless Networks - from various HIV intervention campaigns organized for homeless youth in Los Angeles [25, 27]. For each of the 4 families of networks, we randomly divide them into train and test data as shown in Table 1. We use Algorithm 1 to train models on networks from training set and deploy them on the networks from test set for each network family.

<table>
<thead>
<tr>
<th>Network category</th>
<th>Train networks</th>
<th>Test Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rural</td>
<td>rural1,rural2</td>
<td>rural3,rural4</td>
</tr>
<tr>
<td>Animal</td>
<td>voles1,voles2</td>
<td>voles3, voles4</td>
</tr>
<tr>
<td>Retweet</td>
<td>open, occupy</td>
<td>isreal,damascus</td>
</tr>
<tr>
<td>Homeless</td>
<td>a1.spy,mfp</td>
<td>b1,c1.node4, mfp2,mfp3,spy2,spy3</td>
</tr>
</tbody>
</table>

Table 1: Train and test split for different sets of networks

Sampling baseline: For selecting the best baseline, we tested four sampling based graph discovery methods which are used in [24, 25]: CHANGE, SNOWBALL, RECOMMEND and RANDOM-GREEDY. We found that Random greedy, Snowball and recommend are 3.9%, 42.1% and 41.7% worse than CHANGE respectively. Hence, we only use CHANGE as the baseline. CHANGE is a recent state-of-art method that was used for effective HIV intervention campaign. It uses a simple yet powerful sampling method: For each of the random seeds, we query one of its neighbors picked at random. The model is inspired by friendship paradox which states that the expected degree of a random node’s neighbor is larger than the expected degree of a random node.

Environment parameters: We assume that information flow is modelled by independent cascade model [12]. We assign it the same parameters to the model as done in [26] since it is similar to the real-world deployment setting. We fix the diffusion probability $p$ for edges as 0.1. We fix the budget for the number of nodes to be activated at 10. Similar to setting in [26], before we start network discovery, we are given 5 random seed nodes $R$ and their neighbourhood is revealed. We have $T = 5$ queries to discover the graph $G_T$ using which we find the 10 nodes to activate.

Performance metrics: We employ the greedy algorithm, which we denote as the oracle $O$, on the discovered graph to pick the nodes to activate. We remark that greedy gives the optimal approximation ratio unless $P = NP$ [12]. $OPT$ is the influence score when we have the entire network for $O$ to choose from. This value can be represented as $IC_\infty(O(G^*))$ (note that we approximate $OPT$ via the greedy algorithm since exact optimization is NP-hard). We use the following performance metrics to validate our models:

1. influence score or influence reward: We deploy our model on graphs from the test set and consider the average number of nodes influenced over 100 runs as the performance metric.
We observe some of the characteristics of the policy learnt by the Geometric-DQN models and investigate some interpretable quirks of the policies that lead to improvement over CHANGE.

6 INSIGHTS ON POLICY LEARNT

We observe some of the characteristics of the policy learnt by the Geometric-DQN models and investigate some interpretable quirks of the policies that lead to improvement over CHANGE.

6.1 Size of the discovered graph

In general, we note that the Geometric-DQN policies almost always discover larger graphs than CHANGE though there is no correlation between influence scores and size of discovered graphs by

Table 4: Summary of best scores averaged over test networks

<table>
<thead>
<tr>
<th>Network Family</th>
<th>improve %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rural</td>
<td>23.76</td>
</tr>
<tr>
<td>Animals</td>
<td>26.6</td>
</tr>
<tr>
<td>Retweet</td>
<td>19.7</td>
</tr>
<tr>
<td>Homeless</td>
<td>7.91</td>
</tr>
</tbody>
</table>

(2) improve percent: percentage reduction with respect to the gap between OPT and a given method. (This is the scaled reward from Equation 1). This is useful to aggregate performance over multiple networks since the range of values for actual influence scores for each network vary depending on network properties.

5 RESULTS

The policies learned through reinforcement learning by our agent results in a significant increase in the number of nodes influenced. Table 4 shows the scores of the best-performing variant of our agent on each test set. Geometric-DQN improves the total number of nodes reached by 7-26% compared to CHANGE, allowing us to substantially improve the effectiveness of influence maximization interventions without increasing the budget for network discovery.

Table 2: Comparison of influence score of CHANGE and best performing Geometric-DQN model for each test network

<table>
<thead>
<tr>
<th></th>
<th>Rural</th>
<th>Animals</th>
<th>Retweet</th>
<th>Homeless</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train/Test</td>
<td>rural3 rural4</td>
<td>voles3 voles4</td>
<td>damascus israel</td>
<td>b1 cg1 node4 mfp2 mfp3 spy2 spy3</td>
</tr>
<tr>
<td>OPT</td>
<td>25.2</td>
<td>45.4</td>
<td>110.6</td>
<td>115.7</td>
</tr>
<tr>
<td>CHANGE</td>
<td>17.4</td>
<td>31.5</td>
<td>33.7</td>
<td>58.9</td>
</tr>
<tr>
<td>Geometric-DQN</td>
<td>18.95</td>
<td>35.7</td>
<td>45.8</td>
<td>80.2</td>
</tr>
</tbody>
</table>

Table 3: Comparing average improve percent using individual network with that for training with multiple networks

<table>
<thead>
<tr>
<th></th>
<th>Rural</th>
<th>Animals</th>
<th>Retweet</th>
<th>Homeless</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train/Test</td>
<td>rural3 rural4</td>
<td>voles3 voles4</td>
<td>damascus israel</td>
<td>b1 cg1 node4 mfp2 mfp3 spy2 spy3</td>
</tr>
<tr>
<td>Multiple</td>
<td>10.26</td>
<td>18.71</td>
<td>14.84</td>
<td>35.21</td>
</tr>
</tbody>
</table>

Synthetic graphs can be valuable Synthetic graphs can be useful substitutes when we have limited access to real-world social networks. Since synthetic graphs are cheaper alternatives to collecting more real-world data, they can also be used along with available networks for training. We performed two different experiments to validate the usefulness of synthetic graphs: 1) Use only the synthetic graphs generated for training, 2) Use synthetic graphs along with training dataset. For each training graph we generated 5 synthetic graphs from SBM model (as discussed in Section 3.4). During training, we use synthetic graphs with probability 0.5 for an episode. Otherwise, we sample from the training dataset. We empirically found that this method gave best performance.

During training, to generate a synthetic graph we sampled a graph from training set, fit a SBM (or SSM for the retweet dataset) model, and sampled a synthetic graph. We compare improve percent for different families of graphs using these two settings along with other settings in figure 4. We see that the improve percent scores for models using only synthetic graphs are better than the average of the scores of models trained from individual networks. This indicated that training on synthetic graph alone is a more robust method than training on individual real networks. For Homeless, Retweet and Rural networks, data augmentation improved the performance on the model trained on only training graphs. In the case of Homeless networks using only synthetic graphs give the highest score on average. This may indicate that the SBM model generates graphs that model some of the Homeless networks very well. These experiments suggest that using synthetic graphs when we don’t have access to real graph datasets can be very effective.
Influence maximization in unknown social networks

6.2 Observations on node selection
We observed two frequent events, labelled $O_1$ and $O_2$, during deployment on test networks:

$O_1$: The next node to be selected has minimum degree
$O_2$: The node selected is from set of nodes most recently discovered.

We found that almost all the time, if $O_2$ occurs, $O_1$ also does.

Heuristics based on observations. To verify that the behaviours $O_1$ and $O_2$ were beneficial for our task, we devised two heuristics.

H1: Query only from the nodes with minimum degree in sub-graph
H2: Query only from the nodes with minimum degree from the set of node discovered in the previous step. If no new nodes are discovered in the previous step, choose unqueried node in the discovered graph.

We break all ties by choosing uniformly at random. The performance of the heuristics is summarized in Table 5. We observe that H2 outperforms CHANGE by huge margins for Animals, Homeless and Retweet networks, whereas H1 performs comparable to CHANGE in all networks. Geometric-DQN models still perform much better than heuristics. This indicates that the policies learned by Geometric-DQN that are adapted to the specific class of training networks are more nuanced than the heuristics we designed.

6.3 Properties of selected nodes
To further investigate why the heuristics and Geometric-DQN policy performs better, we look at degree centrality and betweenness centrality of the nodes queried in the true underlying graph, (including the nodes and edges not discovered yet).

We call betweenness and degree centrality of a node computed on the true graph as its true betweenness centrality and true degree centrality respectively. Picking nodes with high true degree centrality allows access to a larger number of nodes during discovery. For network discovery, nodes of high true betweenness centrality could act as a bridge between different strongly connected communities of nodes for further exploration. In relation to influence maximization, nodes with true high betweenness centrality can allow the flow of information between parts of the network which would otherwise be hard to access.

In particular, we report studies on $b1$, an interaction network depicting real-world community structure and israel, a retweet network with sparsely interconnected star-graphs. We compare the true degree centrality and true betweenness centrality of queried nodes using CHANGE, Geometric-DQN and the heuristics discussed above. As we can see from Figure 6, compared to other models, the Geometric-DQN can recognize nodes with high true degree centrality and true betweenness centrality. H2 also picks nodes with higher true betweenness centrality than CHANGE, but does not improve in terms of average true degree centrality.

We further investigate these properties vary across timesteps for H1, H2 and best Geometric-DQN model (see Figure 7). On average, Geometric-DQN finds nodes of high full betweenness centrality and degree centrality, especially in the last query. This may indicate that Geometric-DQN has leveraged the Deepwalk embeddings as well as the learned graph embeddings to find complex higher-order patterns in the graphs that enable it to find such nodes.

7 RELATED WORKS

Influence Maximization and network discovery: The existing literature on algorithmic aspects of influence maximization problems...
Reinforcement Learning for Combinatorial Problems on graphs. There has been some recent work on the idea of using deep reinforcement learning methods to automatically learn heuristics to solve combinatorial problems on graphs that generalize well to graphs from a similar distribution. E.g., [2] use policy gradient methods to solve the Travelling Salesman Problem (TSP) and [13] use Q-learning to solve Minimum Vertex Cover, Maxcut and TSP. In contrast to these works, our setting deals with unknown, partially observed graphs, and we train an adaptive policy for deciding where in the graph to query based on what has been observed so far. This distinction in problem setting renders earlier architectures ineffective for our problem because the state and action representations change as more information about the graph is uncovered.

8 DISCUSSION AND CONCLUSION

We introduce a novel deep Q-learning based method to leverage structural properties of the available social networks to learn effective policies for the network discovery problem for influence maximization on undiscovered social networks. Our method can leverage information about structural properties of the networks and even use synthetic graphs as a robust alternative to training on real-world graphs or can be used along with training graphs as data augmentation technique. We showed that our trained models outperform current state-of-the-art algorithms on social networks across different domains. We observed 7-23% improvement over CHANGE (a state-of-art sampling algorithm). Our Q-learning based model uses the influence score on the entire network as the reward signal to learn the policy. An interesting direction for future work is to explore applications of our method to other network discovery problems by altering the reward function.

We have also observed the graph embeddings learned was used to pick nodes with high betweenness centrality with respect to the entire network, which was key to discovering important portions of the network. A detailed investigation into complex patterns learned by our model could reveal insights about structural properties of social networks pertaining to the identification of influential nodes.

[4, 10, 11, 16, 23] build on a greedy strategy for influence maximization, which iteratively adds the node with the largest marginal contribution to the objective until the budget is reached. Our work is situated along a more recent, largely orthogonal axis: developing algorithms which reduce the data collection requirements needed to deploy influence maximization in the real world. Wilder et al. [25] introduced the exploratory influence maximization problem, where the goal is to sample nodes from the network such that an influential seed set can be selected. They propose an algorithm motivated by community structure and prove theoretical guarantees for graphs from the stochastic block model. [27] introduced CHANGE, a more practical algorithm based on the friendship paradox [8].
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