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Abstract

My research focuses on constructing and analyzing systems of intelligent, autonomous agents.

These agents may include people, physical robots, or software programs acting as assistants,

teammates, opponents, or trading partners. In a large class of multi-agent scenarios, the effect

of local interactions between agents can be compactly represented as a network structure such

as a distributed constraint optimization problem (DCOP) for cooperative domains. Collaboration

between large groups of agents, given such a network, can be difficult to achieve; often agents

can only manage to collaborate in smaller subgroups of a certain size, in order to find a workable

solution in a timely manner. The goal of my thesis is to provide algorithms to enable networks of

agents that are bounded in this way to quickly find high-quality solutions, as well as theoretical

results to understand key properties of these solutions. Relevant domains for my work include

personal assistant agents, sensor networks, and teams of autonomous robots.

In particular, this thesis considers the case in which agents optimize a DCOP by forming

groups of one or more agents until no group of k or fewer agents can possibly improve the solu-

tion; we define this type of local optimum, and any algorithm guaranteed to reach such a local

optimum, as k-optimal. In this document, I present four key contributions related to k-optimality.

The first set of results are worst-case guarantees on the solution quality of k-optima in a DCOP.
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These guarantees can help determine an appropriate k-optimal algorithm, or possibly an appro-

priate constraint graph structure, for agents to use in situations where the cost of coordination

between agents must be weighed against the quality of the solution reached. The second set of

results are upper bounds on the number of k-optima that can exist in a DCOP. Because each joint

action consumes resources, knowing the maximal number of k-optimal joint actions that could

exist for a given DCOP allows us to allocate sufficient resources for a given level of k, or, alterna-

tively, choosing an appropriate level of k-optimality, given fixed resource. The third contribution

is a set of 2-optimal and 3-optimal algorithms and an experimental analysis of the performance of

1-, 2-, and 3-optimal algorithms on several types of DCOPs. The final contribution of this thesis

is a case study of the application of k-optimal DCOP algorithms and solutions to the problem of

the formation of human teams spanning multiple organizations. Given a particular specification

of a human team (such as a task force to respond to an emergency) and a pool of possible team

members, a DCOP can be formulated to match this specification. A set of k-optimal solutions to

the DCOP represents a set of diverse, locally optimal options from which a human commander

can choose the team that will be used.
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Chapter 1

Introduction and Related Work

1.1 Introduction

In a large class of multi-agent scenarios, a set of agents chooses a joint action as a combination

of individual actions. Often, the locality of agents’ interactions means that the utility generated

by each agent’s action depends only on the actions of a subset of the other agents. In this case,

the outcomes of possible joint actions can be compactly represented by graphical models, such

as a distributed constraint optimization problem (DCOP)[Modi et al., 2005; Mailler and Lesser,

2004; Zhang et al., 2003], for cooperative domains, or by a graphical game [Kearns et al., 2001;

Vickrey and Koller, 2002], for noncooperative domains. Each of these models can take the form

of a graph in which each node is an agent and each edge denotes a subset of agents whose actions,

when taken together, incur costs or rewards, either to the agent team (in DCOPs) or to individual

agents (in graphical games). This thesis focuses primarily on the team setting, using DCOP,

whose applications include multi-agent plan coordination [Cox et al., 2005], sensor networks

[Modi et al., 2005], meeting scheduling [Petcu and Faltings, 2006] and RoboCup soccer [Vlassis

et al., 2004], but also draws connections to noncooperative settings when applicable.
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Traditionally, researchers have focused on obtaining a single, globally optimal solution to

DCOPs, introducing complete algorithms such as Adopt [Modi et al., 2005], OptAPO [Mailler

and Lesser, 2004], and DPOP [Petcu and Faltings, 2005]. However, because DCOP has been

shown to be NP-hard[Modi et al., 2005], as the scale of these domains become large, current

complete algorithms can incur large computation or communication costs. For example, a large-

scale network of personal assistant agents might require global optimization over hundreds of

agents and thousands of variables. However, incomplete algorithms in which agents form small

groups and optimize within these groups can lead to a system that scales up easily and is more

robust to dynamic environments. In existing incomplete algorithms, such as DSA [Fitzpatrick

and Meertens, 2003] and DBA [Yokoo and Hirayama, 1996; Zhang et al., 2005a], agents are

bounded in their ability to aggregate information about one another’s constraints; in these algo-

rithms, each individual agent optimizes based on its individual constraints, given the actions of

all its neighbors, until a local optimum is reached where no single agent can improve the overall

solution. Unfortunately, no guarantees on solution quality currently exist for these types of lo-

cal optima. This thesis considers a generalization of this approach, in which agents optimize by

forming groups of one or more agents until no group of k or fewer agents can possibly improve the

solution; we define this type of local optimum as a k-optimum. According to this definition, for a

DCOP with n agents, DSA and DBA are 1-optimal, while all complete algorithms are n-optimal.

In this thesis I focus on k-optima and k-optimal algorithms for 1 < k < n.

The k-optimality concept provides an algorithm-independent classification for local optima in

a DCOP that allows for quality guarantees. In addition to the introduction of k-optimality itself, I

present four sets of results about k-optimality. The first set of results are worst-case guarantees on

the solution quality of k-optima in a DCOP. These guarantees can help determine an appropriate
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k-optimal algorithm, or possibly an appropriate constraint graph structure, for agents to use in

situations where the cost of coordination between agents must be weighed against the quality

of the solution reached. If increasing the value of k will provide a large increase in guaranteed

solution quality, it may be worth the extra computation or communication required to reach a

higher k-optimal solution. For example, consider a team of autonomous underwater vehicles

(AUVs) [Zhang et al., 2005b] that must quickly choose a joint action in order to observe some

transitory underwater phenomenon. The combination of individual actions by nearby AUVs may

generate costs or rewards to the team, and the overall utility of the joint action is determined by the

sum of these costs and rewards. If this problem were represented as a DCOP, nearby AUVs would

share constraints in the graph, while far-away AUVs would not. However, the actual rewards on

these constraints may not be known until the AUVs are deployed, and in addition, due to time

constraints, an incomplete, k-optimal algorithm, rather than a complete algorithm, must be used

to find a solution. In this case, worst-case quality guarantees for k-optimal solutions for a given

k, that are independent of the actual costs and rewards in the DCOP, are useful to help decide

which algorithm to use. Alternatively, the guarantees can help to choose between different AUV

formations, i. e. different constraint graphs.

The second set of results are upper bounds on the number of k-optima that can exist in a

DCOP. These bounds are necessitated by two key features of the typical domains where a k-

optimal set is applicable. First, each k-optimum in the set consumes some resources that must

be allocated in advance. Such resource consumption arises because: (i) a team actually executes

each k-optimum in the set, or (ii) the k-optimal set is presented to a human user (or another

agent) as a list of options to choose from, requiring time. In each case, resources are consumed

based on the k-optimal set size. Second, while the existence of the constraints between agents is
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known a priori, the actual rewards and costs on the constraints depend on conditions that are not

known until runtime, and so resources must be allocated before the rewards and costs are known

and before the agents generate the k-optimal set. To see this, consider another domain involving

a team of disaster rescue agents that must generate a set of k-optimal joint actions in order to

present a set of diverse options to a human commander, where each option represents the best

joint action within a neighborhood of similar joint actions. The commander will choose one joint

action for the team to actually execute. Constraints exist between agents whose actions must be

coordinated (i.e., members of subteams) but their costs and rewards depend on conditions on the

ground that are unknown until the time when the agents must be deployed. Here, the resource is

the time available to the commander to make the decision. Presenting too many options will cause

the commander to run out of time before considering them all, and presenting too few may cause

high-quality options to be omitted; in either case, the commander’s decision could be impaired.

Because each joint action consumes resources, knowing the maximal number of k-optimal joint

actions that could exist for a given DCOP allows us to allocate sufficient resources for a given

level of k.

The third contribution is a set of 2- and 3-optimal algorithms and an experimental analysis of

the performance of 1-, 2- and 3-optimal algorithms on several types of DCOPs. Although we now

have theoretical lower bounds on solution quality of k-optima, experimental results are useful to

understand average-case performance on common DCOP problems.

The final contribution of this thesis is a case study of the application of k-optimal DCOP

algorithms and solutions to the problem of the formation of human teams spanning multiple

organizations. Given a particular specification of a human team (such as a task force to respond

to an emergency) and a pool of possible team members, a DCOP can be formulated to match this
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specification. A set of k-optimal solutions to the DCOP represents a set of diverse, locally optimal

options from which a human commander can choose the team that will be used. This thesis will

show how DCOP can be mapped to real data from different domains and how k-optimality can

be used in order to generate these options quickly and intuitively.

1.2 Related Work

Although k-optimality is a fundamentally new concept in distributed constraint reasoning, we can

draw parallels to related work.

1.2.1 Constraint Reasoning

An active area of recent research has been in the developtment of complete “n-optimal” algo-

rithms, including Adopt [Modi et al., 2005], OptAPO [Mailler and Lesser, 2004] and DPOP

[Petcu and Faltings, 2005].

The Asynchronous Distributed Optimization (Adopt) algorithm [Modi et al., 2005] is the first

known algorithm for DCOP; it is an asychnronous algorithm in which a Depth-First Search (DFS)

tree is extracted from the DCOP graph, and small messages are passed up and down the tree. The

runtime of Adopt was significantly improved using preprocessing techniques in [Maheswaran

et al., 2004b] and [Ali et al., 2005]. A second algorithm for DCOP, Optimal Asynchronous Par-

tial Overlay (OptAPO) [Mailler and Lesser, 2004], requires no DFS tree. Instead agents partially

centralize the problem by forming subgroups; one agent in the subgroup would receive the con-

straints on the other agents and would solve the subproblem for that subgroup; in most cases

complete centralization was not necessary to reach an optimal solution. A third algorithm, DPOP
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[Petcu and Faltings, 2005], is a dynamic programming-based algorithm in which a DFS tree is

used, as in Adopt. In DPOP, each agent passes just one message up the tree. The agent considers

every possible combination of values that could be chosen by the higher-priority agents that have

constraints with this agent, and finds the best value it can choose, for each of these combinations;

the value and reward for every combination is included in this message. Multiply-constrained

DCOPs, for which the bounds on solution quality for k-optima in this thesis can also be applied,

were introduced in [Bowring et al., 2006], along with a modification of Adopt to solve these

problems optimally.

Previous work in incomplete, 1-optimal algorithms for DCOP was described in detail in

Chapter 5. The aim of this thesis is to consider the large space in between these two classes

of algorithms and solutions.

This thesis also provides a theoretical complement to the experimental analysis of local min-

ima (1-optima) and landscapes in centralized constraint satisfaction problems (CSPs) [Yokoo,

1997] as well as incomplete DCOP algorithms [Zhang et al., 2003]. While this thesis is primarily

concerned with the effects of varying k and graph structure, the cited works provide insight into

the effects of the choice between k-optimal algorithms of the same k-level on solution quality and

convergence time. Note that k-optimality can also apply to centralized constraint reasoning as

a measure of the relative quality and diversity of local optima. However, examining properties

of solutions that arise from coordinated value changes of small groups of variables is especially

useful in distributed settings, given the computational and communication expense of large-scale

coordination.

Finally, despite the seeming similarity of k-optimality to k-consistency [Freuder, 1978] in

centralized constraint satisfaction, the two concepts are entirely different, as k-consistency refers
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to reducing the domains of subsets of variables to maintain internal consistency in a satisfac-

tion framework while k-optimality refers to comparing fixed solutions where subsets of variables

optimize with respect to an external context.

1.2.2 Distributed Markov Decision Processes

It should also be noted that the bounds on solution quality of k-optima in this thesis also apply to

networked distributed partially-observable Markov decision processes as defined in [Nair et al.,

2005]. These structures can be viewed as DCOPs where each agent’s domain represents its entire

policy space, and rewards arise from the combinations of policies chosen by subsets of agents.

Since the solution quality bounds do not depend on domain size, they can be directly applied to

k-optimal ND-POMDP policies; in fact, the locally optimal algorithm presented in [Nair et al.,

2005] is a 1-optimal algorithm.

1.2.3 Local Search and Game Theory

My research on upper bounds on the number of k-optima in DCOPs is related to work in landscape

analysis in local search and evolutionary computing. In particular, [Caruana and Mullin, 1999]

and [Whitley et al., 1998] have provided techniques for estimating numbers of local optima in

these problems. In contrast, my work provides worst-case bounds on the number of k-optima

in a DCOP, rather than an estimate based on sampling the solution space, and also exploits the

structure of the agent network (constraint graph) to obtain these bounds, which was not done in

previous work.

Given that counting the number of Nash equilibria in a game with known payoffs is #P-hard

[Conitzer and Sandholm, 2003], upper bounds on this number have indeed been investigated
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for particular types of games [McLennan and Park, 1999; Keiding, 1995]. Additionally, graph

structure is utilized in several different algorithms to expedite finding Nash equilibria for a given

graphical game with known payoffs [Kearns et al., 2001; Vickrey and Koller, 2002; Blum et al.,

2003; Littman et al., 2002]. However, using graph structure to finding bounds on pure-strategy

Nash equilibria over all possible games on a given graph (i.e., reward-independent bounds) re-

mained an open problem; this thesis contains the first known upper bounds on Nash equilibria in

such games.

1.2.4 Local Search in Combinatorial Optimization

The definition of k-optimality in DCOPs is analogous to the k-opt family of algorithms for the

canonical Traveling Salesman Problem (TSP) [Lin, 1965]. The objective of the TSP is, given

a complete graph in which each edge is associated with a weight, to choose a set of edges that

forms a cycle (route) over all nodes in the graph that has the lowest total weight. In TSP, a route

is considered k-optimal if it cannot be improved by replacing any k or fewer edges with new

edges in the route graph. In contrast, in this thesis, k-optimality refers to a DCOP assignment that

cannot be improved if k or fewer agents change their values. A quality guarantee on 2-optimal

TSP tours has been given in [Lin, 1965].

1.2.5 Multi-Linked Contracts between Self-Interested Agents

We note that the definition of k-optimality in DCOPs is also analogous (but different) to k-

optimality as given in [Sandholm, 1996]. In this work, agents make contracts with each other

to optimally allocate tasks. A k-optimal assignment is one in which no cluster of k tasks can be

beneficially transfered between any two agents.
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1.3 Guide

The rest of this document is arranged as follows: Chapter 2 gives the background and motivation

for the work and introduces the concept of k-optimality. Chapter 3 includes the lower bounds on

solution quality for k-optima, and Chapter 4 includes the upper bounds on the number of k-optima

in a DCOP. Chapter 5 includes new 2-optimal DCOP algorithms and an experimental analysis of

these algorithms, as well as existing 1-optimal algorithms, in several domains. Other work that I

have done in DCOPs and game theory, not directly related to k-optimality, is briefly detailed in

Chapter 7. Finally, conclusions and areas for future work are given in Chapter 9.
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Chapter 2

k-Optimality and Distributed Constraint Optimization

This chapter formally introduces the concept of k-optimality and provides background on the

distributed constraint optimization formalism.

2.1 The Distributed Constraint Optimization Problem (DCOP)

A Distributed Constraint Optimization Problem (DCOP) consists of a set of variables, each as-

signed to an agent which must assign a value to the variable; these values correspond to individual

actions that can be taken by the agents. Constraints exist between subsets of these variables that

determine costs and rewards to the agent team based on the combinations of values chosen by

their respective agents. Because we assume that each agent controls a single variable, we will use

the terms “agent” and “variable” interchangeably.

Formally, a DCOP is a set of variables (one per agent) N := {1, . . . , n} and a set of domains

A := {A1, . . . ,An}, where the ith variable takes value ai ∈ Ai. We denote the assignment of a

subgroup of agents S ⊂ I by aS := ×i∈S ai ∈ AS where AS :=
�

i∈S Ai and the assignment

of the multi-agent team by a = [a1 · · · an]. Valued constraints exist on various minimal subsets

S ⊂ N of these variables. By minimality, we mean that the reward component RS cannot be

10



decomposed further through addition. Mathematically: ∀S ∈ θ,RS (aS ) , RS 1(aS 1) + RS 2(aS 2)

for any RS 1(·) : AS 1 → �,RS 2(·) : AS 2 → �, S 1, S 2 ⊂ N such that S 1 ∪ S 2 = S , S 1, S 2 , ∅.

It is important to express the constraints minimally to accurately represent dependencies among

agents.

A constraint on S is expressed as a reward function RS (aS ). This function represents the re-

ward to the team generated by the constraint on S when the agents take assignment a; costs are ex-

pressed as negative rewards. θ is the set of all such subsets S on which a constraint exists.For con-

venience, we will refer to these subsets S as “constraints” and the functions RS (·) as “constraint

reward functions.” The solution quality for a particular complete assignment a is the sum of the

rewards for that assignment from all constraints in the DCOP: R(a) =
∑

S∈θ RS (a) =
∑

S∈θ RS (aS ).

Several algorithms exist for solving DCOPs: complete algorithms, which are guaranteed to

reach a globally optimal solution, and incomplete algorithms, which reach a local optimum,

and do not provide guarantees on solution quality. In this thesis, we provide k-optimality as

an algorithm-independent classification of local optima, and show how their solution quality can

be guaranteed.

Before formally introducing the concept of k-optimality, we must define the following terms.

For two assignments, a and ã, the deviating group is

D(a, ã) := {i ∈ I : ai , ãi},

11



i. e., the set of agents whose actions in assignment ã differ from their actions in a. The distance

is

d(a, ã) := |D(a, ã)|

where | · | denotes the cardinality of the set. The relative reward of an assignment a with respect

to another assignment ã is

∆(a, ã) := R(a) − R(ã) =
∑

S∈θ:S∩D(a,ã),∅

[RS (aS ) − RS (ãS )] .

In this summation, only the rewards on constraints incident on deviating agents are considered,

since the other rewards remain the same.

We classify an assignment a as a k-optimal assignment or k-optimum if

∆(a, ã) ≥ 0 ∀ã such that d(a, ã) ≤ k.

That is, a has a higher or equal reward to any assignment a distance of k or less from a. Equiv-

alently, if the set of agents have reached a k-optimum, then no subgroup of cardinality ≤ k can

improve the overall reward by choosing different actions; every such subgroup is acting optimally

with respect to its context.

If no ties occur between the rewards of DCOP assignments that are a distance of k or less

apart, then a collection of k-optima must be mutually separated by a distance ≥ k + 1 as they

each have the highest reward within a radius of k. Thus, a higher k-optimality of assignments

12



1 2 3

R
23

R
12

501

0100

10

1101

0200

10

Figure 2.1: DCOP example

in a collection of assignments, or assignment set, implies a greater level of relative reward and

diversity. Let

Aq(n, k) = {a ∈ A : ∆(a, ã) > 0 ∀ã such that d(a, ã) ≤ k}

be the set of all k-optima for a team of n agents with domains of cardinality q. It is straightforward

to show Aq(n, k + 1) ⊆ Aq(n, k).

Example 1 Figure 2.1 is a binary DCOP in which agents choose actions from {0, 1}, with rewards

shown for the two constraints (minimal subgroups) S 1,2 = {1, 2} and S 2,3 = {2, 3}. The assignment

a = [1 1 1] (with a total reward of 16) is 1-optimal because any single agent that deviates reduces

the team reward. For example, if agent 1 changes its value from 1 to 0, the reward on S 1,2

decreases from 5 to 0. If agent 2 changes its value from 1 to 0, the rewards on S 1,2 and S 2,3

decrease from 5 to 0 and from 11 to 0, respectively. If agent 3 changes its value from 1 to 0,

the reward on S 2,3 decreases from 11 to 0. However, [1 1 1] is not 2-optimal because if the

group {2, 3} deviated, making the assignment ã = [1 0 0], team reward would increase from 16

to 20. The globally optimal solution, a∗ = [0 0 0], with a total reward of 30, is k-optimal for all

k ∈ {1, 2, 3}.�
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2.2 Properties of k-Optimal DCOP Solutions

We now show, in an experiment, the advantages of k-optimal assignment sets as capturing both

diversity and high reward compared with assignment sets chosen by other metrics. Diversity is

important in domains where many k-optimal assignments are presented as choices to a human, so

that all the choices are not essentially the same with very minor discrepancies. The lower half of

Figure 2.2(a) shows a DCOP graph representing a team of 10 patrol robots, each of whom must

choose one of two routes to patrol in its region. The nodes are agents and the edges represent

binary constraints between agents assigned to overlapping regions. The actions (i. e., the chosen

routes) of these agents combine to produce a cost or reward to the team. For each of 20 runs, the

edges were initialized with rewards from a uniform random distribution. The set of all 1-optima

was enumerated. Then, for the same DCOP, we used two other metrics to produce equal-sized sets

of assignments. For one metric, the assignments with highest reward were included in the set, and

for the next metric, assignments were included in the set by the following method, which selects

assignments purely based on diversity (expressed as distance). We repeatedly cycled through all

possible assignments in lexicographic order, and included an assignment in the set if the distance

between it and every assignment already in the set was not less than a specified distance; in this

case 2. The average reward and the diversity (expressed as the minimum distance between any

pair of assignments in the set) for the sets chosen using each of the three metrics over all 20

runs is shown in the upper half of Figure 2.2(a). While the sets of 1-optima come close to the

reward level of the sets chosen purely according to reward, they are clearly more diverse (T-tests

for this claim showed a significance within .0001%). If a minimum distance of 2 is required

in order to guarantee diversity, then using reward alone as a metric is insufficient; in fact the
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Figure 2.2: 1-optima vs. assignment sets chosen using other metrics

assignment sets generated using that metric had an average minimum distance of 1.21, compared

with 2.25 for 1-optimal assignment sets (which guarantee a minimum distance of k+ 1 = 2). The

1-optimal assignment set also provides significantly higher average reward than the sets chosen

to maintain a given minimum distance, which had an average reward of 0.037 (T-test significance

within .0001%.). Similar results with equal significance were observed for the 10-agent graph in

Figure 2.2(b) and the nine-agent graph in Figure 2.2(c). Note also that this experiment used k = 1,

the lowest possible k. Increasing k would, by definition, increase the diversity of the k-optimal

assignment set as well as the neighborhood size for which each assignment is optimal.

In addition to categorizing local optima in a DCOP, k-optimality provides a natural classifica-

tion for DCOP algorithms. Many known algorithms are guaranteed to converge to k-optima for

k = 1, including DBA Zhang et al. [2003], DSA Fitzpatrick and Meertens [2003], and coordinate

ascent Vlassis et al. [2004] for k = 1. Complete algorithms such as Modi et al. [2005], OptAPO

Mailler and Lesser [2004] and DPOP Petcu and Faltings [2005] are k-optimal for k = n. New 2

and 3-optimal algorithms will be presented in Chapter 5.
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Chapter 3

Lower Bounds on Solution Quality for k-optima

In this chapter we introduce the first known guaranteed lower bounds on the solution quality of

k-optimal DCOP assignments. These guarantees can help determine an appropriate k-optimal

algorithm, or possibly an appropriate constraint graph structure, for agents to use in situations

where the cost of coordination between agents must be weighed against the quality of the solution

reached. If increasing the value of k will provide a large increase in guaranteed solution quality,

it may be worth the extra computation or communication required to reach a higher k-optimal

solution. For example, consider a team of autonomous underwater vehicles (AUVs) [Zhang et al.,

2005b] that must quickly choose a joint action in order to observe some transitory underwater

phenomenon. The combination of individual actions by nearby AUVs may generate costs or

rewards to the team, and the overall utility of the joint action is determined by their sum. If this

problem were represented as a DCOP, nearby AUVs would share constraints in the graph, while

far-away AUVs would not. However, the actual rewards on these constraints may not be known

until the AUVs are deployed, and in addition, due to time constraints, an incomplete, k-optimal

algorithm, rather than a complete algorithm, must be used to find a solution. In this case, worst-

case quality guarantees for k-optimal solutions for a given k, that are independent of the actual
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costs and rewards in the DCOP, are useful to help decide which algorithm to use. Alternatively,

the guarantees can help to choose between different AUV formations, i. e. different constraint

graphs.

We present two distinct types of guarantees for k-optima. The first, in Sections 3.1 and

3.2, is a lower bound on the quality of any k-optimum, expressed as a fraction of the quality

of the optimal solution. The second, in Section 3.4, is a lower bound on the proportion of all

DCOP assignments that a k-optimum must dominate in terms of quality. This type is useful in

approximating the difficulty of finding a better solution than a given k-optimum. For both, we

provide general bounds that apply to all constraint graph structures, as well as tighter bounds

made possible if the graph is known in advance.

3.1 Quality Guarantees on k-Optima

This section provides reward-independent guarantees on solution quality for any k-optimal DCOP

assignment. If we must choose a k-optimal algorithm for agents to use, it is useful to see how

much reward will be gained or lost in the worst case by choosing a higher or lower value for k. We

assume the actual costs and rewards on the DCOP are not known a priori (otherwise the DCOP

could be solved centrally ahead of time; or all k-optima could be found by brute force, with the

lowest-quality k-optimum providing an exact guarantee for a particular problem instance). We

provide a guarantee for a k-optimal solution as a fraction of the reward of the optimal solution,

assuming that all rewards in the DCOP are non-negative (the reward structure of any DCOP can

be normalized to one with all non-negative rewards as long as no infinitely large costs exist).
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Proposition 1 For any DCOP of n agents, with maximum constraint arity of m, where all con-

straint rewards are non-negative, and where a∗ is the globally optimal solution, then, for any

k-optimal assignment, a, where R(a) < R(a∗) and m ≤ k < n,

R(a) ≥

(
n−m
k−m

)(
n
k

)
−

(
n−m

k

)R(a∗). (3.1)

Proof: By the definition of k-optimality, any assignment ã such that d(a, ã) ≤ k must have reward

R(ã) ≤ R(a). We call this set of assignments Ã. Now consider any non-null subset Â ⊂ Ã. For

any assignment â ∈ Â, the constraints θ in the DCOP can be divided into three discrete sets, given

a and â:

• θ1(a, â) ⊂ θ such that ∀S ∈ θ1(a, â), S ⊂ D(a, â).

• θ2(a, â) ⊂ θ such that ∀S ∈ θ2(a, â), S ∩ D(a, â) = ∅.

• θ3(a, â) ⊂ θ such that ∀S ∈ θ3(a, â), S < θ1(a, â) ∪ θ2(a, â).

θ1(a, â) contains the constraints that include only the variables in â which have deviated from

their values in a; θ2(a, â) contains the constraints that include only the variables in â which have

not deviated from their values in a; and θ3(a, â) contains the constraints that include at least one

of each. Thus:

R(â) =
∑

S∈θ1(a,â)

RS (â) +
∑

S∈θ2(a,â)

RS (â) +
∑

S∈θ3(a,â)

RS (â).
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The sum of rewards of all assignments â in Â is:

∑
â∈Â

R(â) =
∑
â∈Â

( ∑
S∈θ1(a,â)

RS (â) +
∑

S∈θ2(a,â)

RS (â) +
∑

S∈θ3(a,â)

RS (â)
)

=
∑
â∈Â

∑
S∈θ1(a,â)

RS (â) +
∑
â∈Â

∑
S∈θ2(a,â)

RS (â) +
∑
â∈Â

∑
S∈θ3(a,â)

RS (â).

Given the previous assumption that all rewards are nonnegative, we obtain:

∑
â∈Â

R(â) ≥
∑
â∈Â

∑
S∈θ1(a,â)

RS (â) +
∑
â∈Â

∑
S∈θ2(a,â)

RS (â).

Since R(a) ≥ R(â),∀â ∈ Â,

R(a) ≥
∑

â∈Â
∑

S∈θ1(a,â) RS (â) +
∑

â∈Â
∑

S∈θ2(a,â) RS (â)

|Â|
. (3.2)

Now, for any Â, if the two numerator terms and the denominator can be expressed in terms of

R(a∗) and R(a), then we have a bound on R(a) in terms of R(a∗).

To do this, we consider the particular Â, denoted Âa,k, which contains all possible assignments

â such that

• d(a, â) = k

• âi = a∗i ,∀i ∈ D(a, â).

This means that Âa,k contains all assignments â where exactly k variables in â have deviated from

their values in a and these variables are taking the same values that they take in a∗. Note that,
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given the definition of Âa,k, that i ∈ D(a, â)⇒ ai , a∗i (no variable that has the same value in a as

in a∗ can be in D(a, â)).

There are d(a, a∗) variables whose values are different between a and a∗, and Âa,k contains

each assignment where exactly k of these variables are deviating from a to take the same values

they take in a∗. Thus, there are
(
d(a,a∗)

k

)
such assignments â ∈ Âa,k, and so the denominator term

from Equation 3.2 is equal to
(
d(a,a∗)

k

)
. Note that d(a, a∗) > k, otherwise a would not be k-optimal.

We can now re-express the first numerator term in Equation 3.2 in terms of R(a∗). Given

any k ∈ N, any Âa,k, any S ∈ θ, and any assignment a, let Γa,k
1 (S ) denote the set of all â ∈ Âa,k

where S ∈ θ1(a, â). Now, we have ∀â ∈ Γa,k
1 (S ), d(a, â) = k (exactly k variables are in the

deviating group D(a, â)). By definition of θ1(a, â), S ⊂ D(a, â). Thus, there are exactly d(a, a∗) −

|S | variables not in S for which it is possible to be an element of D(a, â), where |S | represents

the cardinality (arity) of S . Therefore, there are exactly
(
d(a,a∗)−|S |

k−|S |

)
possible deviating groups

D(a, â), and therefore
(
d(a,a∗)−|S |

k−|S |

)
assignments in Γa,k

1 (S ). Finally, note that ∀a,∀S ∈ θ,∀â ∈

Γ
a,k
1 (S ),RS (â) = RS (a∗). Therefore,

∑
â∈Â

∑
S∈θ1(a,â)

RS (â) =
∑

â∈Âa,k

∑
S∈θ1(a,â)

RS (a∗) =
∑
S∈θ

∑
â∈Γa,k

1 (S )

RS (a∗) =
∑
S∈θ

(
d(a, a∗) − |S |

k − |S |

)
RS (a∗).

Because |S | ≤ m, we obtain an inequality for the first numerator term in Equation 3.2 in terms

of R(a∗):

∑
â∈Â

∑
S∈θ1(a,â)

RS (â) ≥
(
d(a, a∗) − m

k − m

)
R(a∗).
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Similarly, we now express the second numerator term in Equation 3.2 in terms of R(a). Given

any k ∈ N, any Âa,k, any S ∈ θ, and any assignment a, let Γa,k
2 (S ) denote the set of all â ∈ Âa,k

where S ∈ θ2(a, â). Now, just as for Γa,k
1 (S ), we have ∀â ∈ Γa,k

2 (S ), d(a, â) = k (exactly k variables

are in the deviating group D(a, â)). However, by definition of θ2(a, â), S ∩ D(a, â) = ∅. (no

variables in S are in the deviating group D(a, â)). Thus, there are exactly d(a, a∗) − |S | variables

not in S for which it is possible to be an element of D(a, â). Therefore, there are exactly
(
d(a,a∗)−|S |

k

)
possible deviating groups D(a, â) and therefore

(
d(a,a∗)−|S |

k

)
assignments in Γa,k

2 (S ). Finally, note

that ∀a,∀S ∈ θ,∀â ∈ Γa,k
2 (S ),RS (â) = RS (a). Therefore,

∑
â∈Â

∑
S∈θ2(a,â)

RS (â) =
∑

â∈Âa,k

∑
S∈θ2(a,â)

RS (a) =
∑
S∈θ

∑
â∈Γa,k

2 (S )

RS (a) =
∑
S∈θ

(
d(a, a∗) − |S |

k

)
RS (a).

Because |S | ≤ m, we obtain an inequality for the second numerator term in Equation 3.2 in

terms of R(a∗):

∑
â∈Â

∑
S∈θ2(a,â)

RS (â) ≥
(
d(a, a∗) − m

k

)
R(a).

Therefore, from Equation 3.2,

R(a) ≥

(
d(a,a∗)−m

k−m

)
R(a∗) +

(
d(a,a∗)−m

k

)
R(a)(

d(a,a∗)
k

) ⇒ R(a) ≥

(
d(a,a∗)−m

k−m

)(
d(a,a∗)

k

)
−

(
d(a,a∗)−m

k

)R(a∗).

The ratio of R(a) to R(a∗) is minimized when d(a, a∗) = n, representing the case where a

has no variable assignments in common with a∗, so Equation 3.1 holds as a guarantee for a k-

optimum in any DCOP. We note that it is possible for k > n − m; in this case the term
(
n−m

k

)
in

Equation 3.1 is technically undefined. In this case, we take this term to be zero, representing the

21



fact that there are zero assignments in Γa,k
2 (S ) for any S ∈ θ, since enumerating these assignments

would require selecting k variables from a pool of n − m variables. �

For binary DCOPs (m = 2), Equation 3.1 simplifies to:

R(a) ≥

(
n−2
k−2

)(
n
k

)
−

(
n−2

k

)R(a∗) =
k − 1

2n − k − 1
R(a∗).

Finally, we note that no lower-bound guarantee is possible when k < m, such as for a binary

DCOP (m = 2) where k = 1. In these cases Equation 3.1 gives a lower bound of R(a) ≥ 0 · R(a∗).

The following example illustrates Proposition 1:

Example 2 Consider a DCOP with five variables numbered 1 to 5, with domains of {0,1}. Sup-

pose that this DCOP is a fully connected binary DCOP with constraints between every pair of

variables (i.e. θ = {S : |S | = 2}). Suppose that a = [0 0 0 0 0] is a 3-optimum, and that

a∗ = [1 1 1 1 1] is the global optimum. Then d(a, a∗) = 5, and Âa,k contains
(
d(a,a∗)

k

)
= 10 assign-

ments, listed below:

[1 1 1 0 0], [1 1 0 1 0], [1 1 0 0 1], [1 0 1 1 0], [1 0 1 0 1],

[1 0 0 1 1], [0 1 1 1 0], [0 1 1 0 1], [0 1 0 1 1], [0 0 1 1 1].

Since R(a) ≥ â,∀â ∈ Âa,k, then 10 · R(a) ≥
∑

Âa,k R(â). Now, ∀S ∈ θ,∀i ∈ S , a∗i = âi for exactly(
n−2
k−2

)
= 3 assignments in Âa,k. For example, for S = {1, 2}, a∗1 = â1 = 1 and a∗2 = â2 = 1

for â = [1 1 1 0 0], [1 1 0 1 0], and [1 1 0 0 1]. Therefore, ∀S ∈ θ,RS (a∗) = RS (â) for

these
(
n−2
k−2

)
= 3 assignments. Similarly, ∀S ∈ θ,∀i ∈ S , ai = âi for exactly

(
n−2

k

)
= 1 as-

signment in Âa,k. For example, for S = {1, 2}, a1 = â1 = 0 and a2 = â2 = 0 only for

â = [0 0 1 1 1]. Therefore, ∀S ∈ θ,RS (a) = RS (â) for
(
n−2

k

)
= 1 assignment in Âa,k. Thus,

10 · R(a) ≥
∑

Âa,k R(â) ≥ 3 · R(a∗) + 1 · R(a), and so R(a) ≥ 3
10−1 R(a∗) = 1

3 R(a∗).�
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We now show that Proposition 1 is tight, i.e. that there exist DCOPs with k-optima of quality

equal to the bound.

Proposition 2 ∀n,m, k such that m ≤ k < n, there exists some DCOP with n variables, with

maximum constraint arity m with a k-optimal assignment, a, such that, if a∗ is the globally optimal

solution,

R(a) =

(
n−m
k−m

)(
n
k

)
−

(
n−m

k

)R(a∗). (3.3)

Proof: Consider a fully-connected m-ary DCOP where the domain of each variable contains at

least two values {0,1} and every constraint RS contains the following reward function:

RS (a) =



(n−m
k−m)

(n
k)−(n−m

k ) ai = 0,∀i ∈ S

1 ai = 1,∀i ∈ S

0 otherwise

The optimal solution a∗ is a∗i = 1,∀i. If a is defined such that ai = 0,∀i, then Equation 3.3 is

true. Now we show that a is k-optimal. For any assignment â, such that d(a, â) = k,

R(â) =
∑

S∈θ1(a,â)

R(âS ) +
∑

S∈θ2(a,â)

R(âS ) +
∑

S∈θ3(a,â)

R(âS ).
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Given the chosen reward function, ∀S ∈ θ1(a, â),R(âS ) = 1, and ∀S ∈ θ2(a, â),R(âS ) = (n−m
k−m)

(n
k)−(n−m

k ) .

Note that |θ1(a, â)| =
(

k
m

)
and |θ2(a, â)| =

(
n−k
m

)
because |S | = m and must be chosen from a set of

either k or n − k variables, respectively. Finally, for all other S ,R(âS ) = 0. Then, we have:

R(â) =
(

k
m

)
+

(
n − k

m

) (
n−m
k−m

)(
n
k

)
−

(
n−m

k

) + 0

=

(
k
m

)[(
n
k

)
−

(
n−m

k

)]
+

(
n−k
m

)(
n−m
k−m

)
(
n
k

)
−

(
n−m

k

)
=

(
n!

m!(k − m)!(n − k)!

)/(
n!(n − m − k)! − (n − m)!(n − k)!

k!(n − k)!(n − m − k)!

)
=

n!k!(n − m − k)!
m!(k − m)![n!(n − m − k)! − (n − k)!(n − m)!]

=

(
n
m

)
(n − m)!k!(n − m − k)!

(k − m)![n!(n − m − k)! − (n − m)!(n − k)!]

=

(
n
m

) (
n−m
k−m

)
k!(n − m − k)!

n!(n−m−k)!
(n−k)! − (n − m)!

=

(
n
m

) (
n−m
k−m

)(
n
k

)
−

(
n−m

k

)
= R(a)

because in a, each of the
(

n
m

)
constraints in the DCOP are producing the same reward. Since this

can be shown for d(a, â) = j,∀ j such that 1 ≤ j ≤ k, a is k-optimal. �

3.2 Graph-Based Quality Guarantees

The guarantee for k-optima in Section 3.1 applies to all possible DCOP graph structures. How-

ever, knowledge of the structure of constraint graphs can be used to obtain tighter guarantees.

This is done by again expressing the two numerator terms in Equation 3.2 as multiples of R(a∗)
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and R(a). If the graph structure of the DCOP is known, we can exploit it by refining our defini-

tion of Âa,k. We can take Â from Proposition 1, i.e. Â which contains all â such that d(a, â) = k

and ∀â ∈ Â,∀âi ∈ D(a, â), âi = a∗i . Then, we restrict this Â further, so that ∀â ∈ Â, the vari-

ables in D(a, â) form a connected subgraph of the DCOP graph (or hypergraph), meaning that

any two variables in D(a, â) must be connected by some chain of constraints. Since the previous

section dealt with fully-connected DCOP graphs, this last restriction was actually already being

used; however, it only becomes relevant to express it when working with non-fully-connected

graph structures, as we will do in this section. With this refinement, we transform Equation 3.2

to express R(a) in terms of R(a∗) as before; however, we can now produce tighter guarantees for

k-optima in sparse graphs. As an illustration, provably tight guarantees for binary DCOPs on

ring graphs (each variable has two constraints) and star graphs (each variable has one constraint

except the central variable, which has n − 1) are given below.

Proposition 3 For any binary DCOP of n agents with a ring graph structure, where all con-

straint rewards are non-negative, and a∗ is the globally optimal solution, then, for any k-optimal

assignment, a, where k < n,

R(a) ≥
k − 1
k + 1

R(a∗). (3.4)

Proof: Returning to Equation 3.2, |Â| = n because D(a, â) could consist of any of the n connected

subgraphs of k variables in a ring. For any constraint S ∈ θ, there are k − 1 assignments â ∈ Â
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for which S ∈ θ1(a, â) because there are k − 1 connected subgraphs of k variables in a ring that

contain S . Therefore,

∑
â∈Â

∑
S∈θ1(a,â)

RS (â) = (k − 1)R(a∗).

Also, there are n − k − 1 assignments â ∈ Â for which S ∈ θ2(a, â) because there are n − k − 1

ways to choose S in a ring so that it does not include any variable in a given connected subgraph

of k variables. Therefore,

∑
â∈Â

∑
S∈θ2(a,â)

RS (â) = (n − k − 1)R(a).

So, from Equation 3.2,

R(a) ≥
(k − 1)R(a∗) + (n − k − 1)R(a)

n

and therefore Equation 3.4 holds. �

Proposition 4 For any binary DCOP of n agents with a star graph structure, where all con-

straint rewards are non-negative, and a∗ is the globally optimal solution, then, for any k-optimal

assignment, a, where k < n,

R(a) ≥
k − 1
n − 1

R(a∗). (3.5)

Proof: The proof is similar to the previous proof. In a star graph, there are
(
n−1
k−1

)
connected

subgraphs of k variables, and therefore |Â| =
(
n−1
k−1

)
. Every constraint S ∈ θ includes the central
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variable and one other variable, and thus there are
(
n−2
k−2

)
connected subgraphs of k variables that

contain S , and therefore

∑
â∈Â

∑
S∈θ1(a,â)

RS (â) =
(
n − 2
k − 2

)
R(a∗).

Finally, there are no ways to choose S so that it does not include any variable in a given connected

subgraph of k variables. Therefore,

∑
â∈Â

∑
S∈θ2(a,â)

RS (â) = 0 · R(a).

So, from Equation 3.2,

R(a) ≥

(
n−2
k−2

)
R(a∗) + 0 · R(a)(

n−1
k−1

)
and therefore Equation 3.5 holds. �

Tightness can be proven by constructing DCOPs on ring and star graphs with the same re-

wards as in Proposition 2, except with RS (a) = (k − 1)/(k + 1) in the first case for rings, and

RS (a) = (k − 1)/(n − 1) in the first case for stars. The bound for rings can also be applied to

chains, since any chain can be expressed as a ring where all rewards on one constraint are zero.

Finally, bounds for DCOPs with arbitrary graphs and non-negative constraint rewards can be

found using a linear-fractional program (LFP). In this method, key rewards on the constraints in

the DCOP are treated as variables in the LFP. When the LFP is solved optimally, these variables

are instantiated with values that, if used as constraint rewards, would produce the DCOP whose

k-optima have lowest reward with respect to the optimal solution. Thus, this method gives a tight
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bound for any graph, since it instantiates the rewards for all constraints, but requires a globally

optimal solution to the LFP, in contrast to the constant-time guarantees of Equations 3.1, 3.4

and 3.5. An LFP such as this is reducible to a linear program (LP) [Boyd and Vandenberghe,

2004] which is solvable in polynomial time with respect to the number of variables in the LP

(the same as the number of variables in the LFP). The objective is to minimize R(a)
R(a∗) such that

∀ã ∈ Ã,R(a) − R(ã) ≥ 0, given Ã as defined in Proposition 1. Note that R(a∗) and R(a) can be

expressed as
∑

S∈θ RS (a∗) and
∑

S∈θ RS (a). We can now transform the DCOP so that every R(ã)

can also be expressed in terms of sums of RS (a∗) and RS (a), without changing or invalidating the

guarantee on R(a). Therefore, the LFP will contain only two variables for each S ∈ θ, one for

RS (a∗) and one for RS (a), where the domain of each one is the set of non-negative real numbers.

The transformation is to set all reward functions RS (·) for all S ∈ θ to 0, except for two cases:

when all variables i ∈ S have the same value as in a∗, or when all i ∈ S have the same value

as in a. This has no effect on R(a∗) or R(a), because RS (a∗) and RS (a) will be unchanged for all

S ∈ θ. It also has no effect on the optimality of a∗ or the k-optimality of a, since the only change

is to reduce the global reward for assignments other than a∗ and a. Thus, the tight lower bound

on R(a)
R(a∗) still applies to the original DCOP.

3.3 Quality Guarantees for DCOPs with Hard Constraints

The previous sections in this chapter presented quality guarantees for DCOPs in which all rewards

were restricted to being non-negative. A DCOP with both costs and rewards could be normalized

to one that met this restriction as long as it contained no hard constraints (constraints with an

infinitely large cost). However, in many domains, hard constraints exist, and solutions that violate
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a hard constraint are not useful. For example, a schedule where two people disagree on the time

of their meeting with each other may be considered useless, no matter how good the schedule is

for other people. This section shows how, in some cases, we can guarantee the solution quality

of k-optimal DCOP solutions even when the DCOP contains hard constraints.

To obtain these guarantees we will assume that, in the DCOPs with hard constraints that we

are considering, there always exists a solution that does not violate any hard constraints (i.e. that

the globally optimal solution is a feasible solution). Given this assumption, we will show how

the methods for obtaining guarantees given in the previous sections can be modified to allow for

the existence of hard constraints. We define a hard constraint as a constraint in which at least

one combination of values produces a sufficiently large cost (a negative reward many times larger

than the sum of all positive rewards in the DCOP). Finally, we will assume that we know a priori

which constraints in the DCOP graph are hard constraints (but not which combinations of values

on these constraints cause them to be violated).

One complicating issue is that in some DCOPs with hard constraints, a k-optimal solution may

be infeasible; that is, the k-optimal solution violates at least one hard constraint, and any deviation

of k or fewer agents also results in an infeasible solution. If a k-optimum is infeasible, then it

is impossible to guarantee its solution quality with respect to the global optimum. Therefore,

to avoid these cases we will restrict our analysis to the following kind of DCOP: Consider a

subgraph H of the DCOP constraint graph that consists all the hard constraints in the DCOP only.

We will only consider DCOPs where the largest connected subgraph of H contains k or fewer

agents (nodes). That is to say, we will not consider any DCOP for which a connected subgraph

of H exists that contains more than k agents. In the DCOPs we are considering, no k-optimum

could be infeasible. To see this, suppose an infeasible k-optimum did exist in such a DCOP. This
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means that at least one hard constraint in one of these such subgraphs is being violated. Since

the number of agents in the subgraph is k or less, all these agents could change their values to the

values that they take in the optimal solution. This change would ensure that no constraints in the

subgraph were being violated, improving the overall reward. However, if k or fewer agents can

improve the reward of a given assignment, it cannot be a k-optimum in the first place.

We now show how our methods for calculating quality guarantees in the previous section can

be adapted to handle DCOPs with hard constraints. Previously, in the proof for the quality guar-

antees in Proposition 1, it was shown that, given a k-optimal solution a and any of the dominated

assignments â ∈ Âa,k (in which k agents are deviating from the k-optimum), the set of constraints

θ in the DCOP could be divided into the sets θ1(a, â), θ2(a, â), and θ3(a, â). As before, we can

express the sum of the global rewards of all assignments â ∈ Âa,k as:

∑
â∈Âa,k

∑
S∈θ1(a,â)

RS (â) +
∑

â∈Âa,k

∑
S∈θ2(a,â)

RS (â) +
∑

â∈Âa,k

∑
S∈θ3(a,â)

RS (â).

We know from our assumptions that

∑
â∈Âa,k

∑
S∈θ1(a,â)

RS (â) > 0

and

∑
â∈Âa,k

∑
S∈θ2(a,â)

RS (â) > 0
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because otherwise the globally optimal solution or the k-optimal solution would contain a violated

hard constraint, and that is not possible in the DCOPs we are considering. However, it is no longer

certain that
∑

â∈Âa,k
∑

S∈θ3(a,â) RS (â) > 0 and so we cannot obtain Equation 3.2 as before. However,

if we modify the description of Âa,k from Proposition 1 to exclude all assignments â ∈ Âa,k where

S hard ∈ θ3(a, â) for any hard constraint S hard, then we can apply the methods of the previous

section to obtain quality guarantees. Excluding all assignments â ∈ Âa,k where S hard ∈ θ3(a, â)

means including only the assignments â ∈ Âa,k where S hard ∈ θ1(a, â) ∪ θ2(a, â), meaning only

the assignments where all variables involved in all hard constraints are taking the same values as

in the optimal solution, or where all variables involved in all hard constraints are taking the same

values as in the k-optimal solution.

To see this, first consider a DCOP of six variables with domains of {0,1} on a star-shaped

graph with agent 1 at the center (i.e. θ = {S : 1 ∈ S , |S | = 2}). Suppose that a = [0 0 0 0 0 0] is a

4-optimum, and that a∗ = [1 1 1 1 1 1] is the global optimum. In the case of no hard constraints,

d(a, a∗) = 6, and Âa,k contains
(
d(a,a∗)−1

k−1

)
= 10 assignments, listed below:

[1 1 1 1 0 0], [1 1 1 0 1 0], [1 1 1 0 0 1], [1 1 0 1 1 0], [1 1 0 1 0 1],

[1 1 0 0 1 1], [1 0 1 1 1 0], [1 0 1 1 0 1], [1 0 1 0 1 1], [1 0 0 1 1 1].

By Proposition 4, R(a) = 3
5 R(a∗).

Now suppose that S hard = {1, 2} is a hard constraint. As mentioned above, we modify Âa,k to

exclude all assignments â ∈ Âa,k where S hard ∈ θ3(a, â). This means removing all assignments

where a1 = 0 and a2 = 1 and all assignments where a1 = 1 and a2 = 0. Now, we are left with 6

assignments in Âa,k =

[1 1 1 1 0 0], [1 1 1 0 1 0], [1 1 1 0 0 1], [1 1 0 1 1 0], [1 1 0 1 0 1],[1 1 0 0 1 1].

Since R(a) ≥ â,∀â ∈ Âa,k, then 6 · R(a) ≥
∑

Âa,k R(â). Now, ∀S , S hard ∈ θ,∀i ∈ S , a∗i = âi for
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exactly
(
n−2
k−2

)
= 3 assignments in Âa,k. For example, for S = {1, 3}, a∗1 = â1 = 1 and a∗2 = â2 = 1

for â = [1 1 1 1 0 0], [1 1 1 0 1 0], and [1 1 1 0 0 1]. Therefore, ∀S ∈ θ,RS (a∗) = RS (â) for these(
n−2
k−2

)
= 3 assignments. Since this is a star graph, ∀S ∈ θ,∀i ∈ S , ai = âi for zero assignments in

Âa,k. Thus, 6 · R(a) ≥
∑

Âa,k R(â) ≥ 3 · R(a∗) + 0 · R(a), and so R(a) ≥ 3
6−0 R(a∗) = 1

2 R(a∗).�

For other graph types, we can apply an modification to the linear fractional program (LFP)

method in the previous section. The original LFP was a minimization of R(a)
R(a∗) such that ∀ã ∈

Ã,R(a) − R(ã) ≥ 0, given Ã as defined in Proposition 1. With the existence of hard constraints in

the DCOP that can have an infinitely large negative reward, this constraint in the LFP no longer

holds for all ã. Instead this constraint holds only for those ã ∈ Ã where S hard ∈ θ1(a, ã) ∪

θ2(a, ã) for all hard constraints S hard. This occurs because any assignment ã that does not meet

this condition could violate a hard constraint, resulting in a large negative value for R(ã). Not

including these assignments produces a smaller ã and thus a smaller set of constraints in the LFP,

resulting in a lower guarantee in the presence of hard constraints. This can be implemented by,

when constructing the LFP, omitting any constraint in the LFP which corresponds to

The following proposition gives a more general proof for the case of more than one hard

constraint in a star-shaped graph.

Proposition 5 For any binary DCOP of n agents with a star graph structure, where all constraint

rewards are non-negative except for h hard constraints, and a∗ is the globally optimal solution,

then, for any k-optimal assignment, a, where k < n and 0 < h < n − 1.

R(a) ≥
k − h − 1
n − h − 1

R(a∗). (3.6)
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Proof: The proof is similar to the proof of Proposition 4. In a star graph, there are
(
n−1
k−1

)
connected

subgraphs of k variables, and so for the case of no hard constraints, |Âa,k| =
(
n−1
k−1

)
because each

assignment â ∈ Âa,k corresponds to one of those connected subgraphs. However, with hard

constraints, we only include assignments in Âa,k where S hard ∈ θ1(a, â) ∪ θ2(a, â) for all hard

constraints S hard. In a star graph, there are
(
n−h−1
k−h−1

)
connected subgraphs of k variables that include

all variables involved in a hard constraint (corresponding to the assignments â where S hard ∈

θ1(a, â) for all hard constraints S hard). Additionally, because all hard constraints must involve

the central variable, there are (in the worst case, where d(a, a∗) = n) zero connected subgraphs

of k variables that include all variables in the k-optimal solution(S hard ∈ θ2(a, â) for all hard

constraints S hard). Therefore, |Âa,k| =
(
n−h−1
k−h−1

)
. For every non-hard constraint S , there are

(
n−h−2
k−h−2

)
connected subgraphs of k variables that contain S , and therefore,

∑
â∈Âa,k

∑
S∈θ1(a,â)

RS (â) =
(
n − h − 2
k − h − 2

)
R(a∗).

Finally, just as in the case without hard constraints, there are no ways to choose a constraint S so

that it does not include any variable in a given connected subgraph of k variables. Therefore,

∑
â∈Âa,k

∑
S∈θ2(a,â)

RS (â) = 0 · R(a).

and therefore Equation 3.6 holds. �

When h = n − 1 (all constraints are hard constraints), it is easy to see that only k = n will

guarantee optimality; otherwise, no guarantee is possible.
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Finally, we note that, these guarantees for k-optima in standard DCOPs with hard constraints

also apply to multiply-constrained DCOPs as introduced in [Bowring et al., 2006]. In these

problems, in addition to the standard DCOP constraint cost functions, there exist additional cost

functions on certain agents, known as g-constraints. A g-constraint on an agent contains a func-

tion, whose inputs are the agent’s value and all its neighbors’ values, and whose output is a cost

known as a g-cost (which is not related to the standard costs and rewards in the DCOP). Any as-

signment where an agent’s g-cost exceeds its preassigned g-budget is infeasible. In other words,

a g-constraint on an agent with m neighbors is a shorthand expression for the more general notion

of a hard m + 1-ary constraint between the agent and all its neighbors (where any assignment

where the g-budget is exceeded is considered infeasible). Thus, the methods of this section can

be applied to obtain guarantees on k-optima in multiply-constrained DCOPs as well; this is shown

in the experimental results later in the chapter.

3.4 Domination Analysis of k-Optima

In this section we now provide a different type of guarantee: lower bounds on the proportion of

all possible DCOP assignments which any k-optimum must dominate in terms of solution quality.

This proportion, called a domination ratio, provides a guide for how difficult it may be to find a

solution of higher quality than a k-optimum; this metric is commonly used to evaluate heuristics

for combinatorial optimization problems [Gutin and Yeo, 2005].

For example, suppose for some k, the solution quality guarantee from Section 3.2 for any

k-optimum was 50% of optimal, but, additionally, it was known that any k-optimum was guar-

anteed to dominate 95% of all possible assignments to the DCOP. Then, at most only 5% of the
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other assignments could be of higher quality, indicating that it would likely be computationally

expensive to find a better assignment, either with a higher k algorithm, or by some other method,

and so a k-optimal algorithm should be used despite the low guarantee of 50% of the optimal

solution quality. Now suppose instead for the same problem, the k-optimum was guaranteed to

dominate only 20% of all assignments. Then it becomes more likely that a better solution could

be found quickly, and so the k-optimal algorithm might not be recommended.

To find the domination ratio, observe that any k-optimum a must be of the same or higher

quality than all ã ∈ Ã as defined in Proposition 1. So, the ratio is:

1 + |Ã|∏
i∈N |An|

. (3.7)

If the constraint graph is fully connected (or not known, and so must be assumed to be fully

connected), and each variable has q values, then |Ã| =
∑k

j=1

(
n
j

)
(q − 1) j and

∏
i∈N |An| = qn.

If the graph is known to be not fully connected, then the set Ã from Equation 3.7 can be

expanded to include assignments of distance greater than k from a, providing a stronger guarantee

on the ratio of the assignment space that must be dominated by any k-optimum. Specifically, if a

is k-optimal, then any assignment where any number of disjoint subsets of size ≤ k have deviated

from a must be of the same or lower quality as a, as long as no constraint includes any two agents

in different such subsets; this idea is illustrated below:

Example 3 Consider a binary DCOP of five variables, numbered 1 to 5, with domains of two

values, with unknown constraint graph. Any 3-optimum must be of equal or greater quality than(
1 +

(
5
1

)
+

(
5
2

)
+

(
5
3

))
/25 = 81.25% of all possible assignments, i.e. where 0, 1, 2, or 3 agents have

deviated.
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Now, suppose the graph is known to be a chain with variables ordered by number. Since a

deviation by either the variables {1,2} or {4,5} cannot increase global reward, and no constraint

exists across these subsets, then neither can a deviation by {1,2,4,5}, even though four variables

are deviating. The same applies to {1,3,4,5} and {1,2,3,5}, since both are made up of subsets of

three or fewer variables that do not share constraints. So, a 3-optimum is now of equal or greater

quality than
(
1 +

(
5
1

)
+

(
5
2

)
+

(
5
3

)
+ 3

)
/25 = 90.63% of all assignments. �

An improved guarantee can be found by enumerating the set Ã of assignments ã with equal

or lower reward than a; this set is expanded due to the DCOP graph structure as in the above

example. The following proposition makes this possible; we introduce new notation for it: If we

define n different subsets of agents as Di for i = 1 . . . n, we use Dm = ∪m
i=1Di, i.e. Dm is the union

of the first m subsets. The proof is by induction over each subset Di for i = 1 . . . n.

Proposition 6 Let a be some k-optimal assignment. Let ãn be another assignment for which

D(a, ãn) can be expressed as Dn = ∪n
i=1Di where:

• ∀Di, |Di| ≤ k. (subsets contain k or fewer agents)

• ∀Di,D j,Di ∩ D j = ∅. (subsets are disjoint)

• ∀Di,D j,@i ∈ Di, j ∈ D j such that i, j ∈ S , for any S ∈ θ. (no constraint exists between

agents in different subsets)

Then, R(a) ≥ R(ãn).

Proof:

Base case: If n = 1 then Dn = D1 and R(a) ≥ R(ãn) by definition of k-optimality.

Inductive step: R(a) ≥ R(ãn−1)⇒ R(a) ≥ R(ãn).
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The set of all agents can be divided into the set of agents in Dn−1, the set of agents in Dn, and

the set of agents not in Dn. Also, by inductive hypothesis, R(a) ≥ R(ãn−1). Therefore,

R(a) =
∑

S∈θ:S∩Dn−1,∅

RS (a) +
∑

S∈θ:S∩Dn,∅

RS (a) +
∑

S∈θ:S∩Dn=∅

RS (a)

≥
∑

S∈θ:S∩Dn−1,∅

RS (ãn−1
S ) +

∑
S∈θ:S∩Dn,∅

RS (ãn−1) +
∑

S∈θ:S∩Dn=∅

RS (ãn−1),

and so

∑
S∈θ:S∩Dn−1,∅

RS (a) ≥
∑

S∈θ:S∩Dn−1,∅

RS (ãn−1)

because the rewards from agents outside Dn−1 are the same for a and ãn−1.

Let a′ be an assignment such that D(a, a′) = Dn = D(ãn−1, ãn). Because a is k-optimal,

R(a) ≥ R(a′); therefore,

R(a) =
∑

S∈θ:S∩Dn−1,∅

RS (a) +
∑

S∈θ:S∩Dn,∅

RS (a) +
∑

S∈θ:S∩Dn=∅

RS (a)

≥
∑

S∈θ:S∩Dn−1,∅

RS (a′) +
∑

S∈θ:S∩Dn,∅

RS (a′) +
∑

S∈θ:S∩Dn=∅

RS (a′),

and so

∑
S∈θ:S∩Dn,∅

RS (a) ≥
∑

S∈θ:S∩Dn,∅

RS (a′)

because the rewards from agents outside Dn are the same for a and a′.
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We also know that

∑
S∈θ:S∩Dn=∅

RS (a) =
∑

S∈θ:S∩Dn=∅

RS (ãn)

because the rewards from agents outside Dn are the same for a and ãn; therefore,

R(a) ≥
∑

S∈θ:S∩Dn−1,∅

RS (ãn−1) +
∑

S∈θ:S∩Dn,∅

RS (a′) +
∑

S∈θ:S∩Dn=∅

RS (ãn)

=
∑

S∈θ:S∩Dn−1,∅

RS (ãn) +
∑

S∈θ:S∩Dn,∅

RS (ãn) +
∑

S∈θ:S∩Dn=∅

RS (ãn)

because the rewards from Dn−1 are the same for ãn−1 and ãn, and the rewards from Dn are the

same for a′ and ãn. Therefore, R(a) ≥ R(ãn). �

3.5 Experimental Results

While the main thrust of this chapter is on theoretical guarantees for k-optima, this section pro-

vides an illustration of these guarantees in action, and how they are affected by constraint graph

structure. Figures 3.1a, 3.1b, and 3.1c show quality guarantees for binary DCOPs with fully con-

nected graphs, ring graphs, and star graphs, calculated directly from Equations 3.1, 3.4 and 3.5.

Figure 3.1d shows quality guarantees for DCOPs whose graphs are binary trees, obtained using

the LFP from Section 3.2. Constructing these NLPs and solving them optimally with LINGO

8.0 global solver took about two minutes on a 3 GHz Pentium IV with 1GB RAM. The x-axis

plots the value chosen for k, and the y-axis plots the lower bound for k-optima as a percentage

of the optimal solution quality for systems of 5, 10, 15, and 20 agents. These results show how

the worst-case benefit of increasing k varies depending on graph structure. For example, in a
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five-agent DCOP, a 3-optimum is guaranteed to be 50% of optimal whether the graph is a star or

a ring. However, moving to k = 4 means that worst-case solution quality will improve to 75%

for a star, but only to 60% for a ring. For fully connected graphs, the benefit of increasing k goes

up as k increases; whereas for stars it stays constant, and for chains it decreases, except for when

k = n. Results for binary trees are mixed.

Figure 3.2 shows quality guarantees in the presence of hard constraints for fully connected

graphs, ring graphs, and star graphs. These experiments began with a DCOP containing all soft

constraints and no hard constraints, and gradually more and more soft constraints were made into

hard constraints. The left column shows the effect of one and two hard constraints in a DCOP

of five agents, and the right column shows the effect of two and four hard constraints in a DCOP

of 10 agents. The constraints that were set as hard constraints were, in order, {0,1}, {2,3}, {4,5},

and {6,7}. This methodology was chosen so that no agent would be subject to more than one

hard constraint, and so that k-optimal solutions would always be feasible. For star graphs, the

guarantee from Proposition 5 was used; while for the others, the LFP method was used.

Figure 3.3 shows quality guarantees for a multiply-constrained DCOP with 30 agents, ar-

ranged in a ring structure. These experiments begin with a DCOP containing no agents with

g-constraints. The number of agents with g-constraints was gradually increased by assigning a g-

constraint to every third agent, starting with agent 0, until there were 10 agents with g-constraints.

Similar to the previous experiments, this methodology was chosen so that k-optimal solutions

would always be feasible. The LFP method was used to calculate the guarantees. Figure 3.3

shows guarantees for up to 4 agents with g-constraints as k increases. For the cases of 5 to 10

agents with g-constraints the guarantee was the same as for 4 agents with g-constraints.
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Figure 3.4 shows the guarantees for k-optima from Section 3.4, expressed as percentile rank-

ings over all possible assignments, for DCOPs where variables have domains of two values. This

figure, when considered with Figure 3.1, provides insight into the difficulty of finding a solution

of higher quality than a k-optimum. For example, a 7-optimum in a fully connected graph of 10

agents (Figure 3.1a) is only guaranteed to be 50% of optimal; however this 7-optimum is guaran-

teed to be of higher quality than 94.5% of all possible assignments to that DCOP (Figure 3.4a),

which suggests that finding a better solution may be difficult. In contrast, a 3-optimum in a ring

of 10 agents (Figure 3.1b) has the same guarantee of 50% of optimal solution, but this 3-optimum

is only guaranteed to be of higher quality than 69% of all possible assignments, which suggests

that finding a better solution may be easier.
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Figure 3.1: Quality guarantees for k-optima with respect to the global optimum for DCOPs of
various graph structures.
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Figure 3.2: Quality guarantees for k-optima in DCOPs containing hard constraints.
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Figure 3.3: Quality guarantees for k-optima in a multiply-constrained ring DCOP.
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Figure 3.4: Quality guarantees for k-optima with respect to the space of dominated assignments
for various graph structures.
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Chapter 4

Upper Bounds on the Number of k-Optima in a DCOP

Traditionally, researchers have focused on obtaining a single DCOP solution, expressed as a sin-

gle assignment of actions to agents. However, in this section, we consider a multi-agent system

that generates a set of k-optimal assignments, i.e. multiple assignments to the same DCOP. Gen-

erating sets of assignments is useful in domains such as disaster rescue (to provide multiple rescue

options to a human commander) [Schurr et al., 2005], patrolling (to execute multiple patrols in

the same area) [Ruan et al., 2005], training simulations (to provide several options to a student)

and others [Tate et al., 1998].

Domains requiring repeated patrols in an area by a team of UAVs (unmanned air vehicles),

UGVs (unmanned ground vehicles), or robots, for peacekeeping or law enforcement after a dis-

aster, provide one key illustration of the utility of k-optimality. For example, given a team of

patrol robots in charge of executing multiple joint patrols in an area as in [Ruan et al., 2005], each

robot may be assigned a region within the area. Each robot is controlled by a single agent, and

hence, for one joint patrol, each agent must choose one of several possible routes to patrol within

its region. A joint patrol is an assignment, where each agent’s action is the route it has chosen to

patrol, and rewards and costs arise from the combination of routes patrolled by agents in adjacent
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or overlapping regions. For example, if two nearby agents choose routes that largely overlap on

a low-activity street, the constraint between those agents would incur a cost, while routes that

overlap on a high-activity street would generate a reward. Agents in distant regions would not

share a constraint. If reward alone is used as a metric to select joint patrols, then all selected

joint patrols could be the same, except for the action of one agent. This set of patrols would be

repetitive and predictable to adversaries. If we pick some diverse joint patrols at random, they

may be very low-quality patrols. Using k-optimality directly addresses such circumstances; if no

ties exist between the rewards of patrols a distance k or fewer apart, k-optimality ensures that all

joint patrols differ by at least k + 1 agents’ actions, as well as ensuring that this diversity would

not come at the expense of obviously bad joint patrols, as each is optimal within a radius of at

least k agents’ actions.

Our key contribution in this section is addressing efficient resource allocation for the multiple

assignments in a k-optimal set, by defining tight upper bounds on the number of k-optimal assign-

ments that can exist for a given DCOP. These bounds are necessitated by two key features of the

typical domains where a k-optimal set is applicable. First, each assignment in the set consumes

some resources that must be allocated in advance. Such resource consumption arises because: (i)

a team actually executes each assignment in the set, as in our patrolling example above, or (ii) the

assignment set is presented to a human user (or another agent) as a list of options to choose from,

requiring time. In each case, resources are consumed based on the assignment set size. Second,

while the existence of the constraints between agents is known a priori, the actual rewards and

costs on the constraints depend on conditions that are not known until runtime, and so resources

must be allocated before the rewards and costs are known and before the agents generate the k-

optimal assignment set. In the patrolling domain, constraints are known to exist between patrol
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robots assigned to adjacent or overlapping regions. However, their costs and rewards depend on

recent field reports of adversarial activity that are not known until the robots are deployed. At this

point the robots must already be fueled in order for them to immediately generate and execute a

set of k-optimal patrols. The resource to be allocated to the robots is the amount of fuel required

to execute each patrol; thus it is critical to ensure that enough fuel is given to each robot so that

each assignment found can be executed, without burdening the robots with wasted fuel that will

go unused. Consider another domain involving a team of disaster rescue agents that must generate

a set of k-optimal assignments in order to present a set of diverse options to a human commander,

where each option represents the best assignment within a neighborhood of similar assignments.

The commander will choose one assignment for the team to actually execute. Constraints exist

between agents whose actions must be coordinated (i.e. members of subteams) but their costs

and rewards depend on conditions on the ground that are unknown until the time when the agents

must be deployed. Here, the resource is the time the commander has to make the decision. Pre-

senting too many options will cause the commander to run out of time before considering them

all, and presenting too few may cause high-quality options to be omitted.

Because each assignment consumes resources, knowing the maximal number of k-optimal

assignments that could exist for a given DCOP would allow us to allocate sufficient resources for

a given level of k. Unfortunately, we cannot predict this number because the costs and rewards for

the DCOP are not known in advance. Despite this uncertainty, reward-independent bounds can

be obtained on the size of a k-optimal assignment set, i.e. to safely allocate enough resources for

a given value of k for any DCOP with a particular graph structure. We first identify a mapping to

coding theory, yielding bounds independent of both reward and graph structure. We then provide
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a method to use the structure of the DCOP graph (or hypergraph of arbitrary arity) to obtain

significantly tighter bounds.

The third key contribution in this section is to establish a connection to noncooperative set-

tings by proving that our bounds for 1-optima also apply to the number of pure-strategy Nash

equilibria in any graphical game on a given graph, which remains an open problem. In addition

to their uses in resource allocation, these bounds provide insight into the problem landscapes that

can exist in both cooperative and noncooperative settings.

4.1 Upper Bounds on k-Optima

Upper bounds on the number of possible k-optimal assignments, |Aq(n, k)| are useful for two

reasons: they yield resource savings in domains where a particular level of k-optimality is desired,

and help determine the appropriate level of k-optimality to prevent guaranteed waste of resources

(fuel, time, etc.) in settings with fixed resources.

First, a particular level of k-optimality may be desired for an assignment set: a high k will

include assignments that are more diverse, and optimal within a larger radius, but high-k algo-

rithms have significantly higher coordination/communication overheads either in the number of

messages passed or in the space and time required to centrally compute partial solutions to the

DCOP [Modi et al., 2005; Mailler and Lesser, 2004; Maheswaran et al., 2004a]; hence lower k is

preferable under time pressure. Lower k may also be preferable if an agent team or a human user

wants a more detailed set of assignments, for example, more joint patrols, more rescue options,

etc. For a given level of k-optimality, bounds indicate the maximum resource requirement for

any k-optimal assignment set. Thus, tighter bounds provide savings by allowing fewer resources
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Figure 4.1: Hypothetical example illustrating the advantages of tighter bounds

to be allocated a priori while ensuring enough will be available for all k-optimal assignments,

regardless of the rewards and costs on the constraints. Figure 4.1 is a hypothetical example, with

k on the x-axis and the number of resources to be allocated on the y-axis. β1 and β2 are two

different upper bounds on the number of k-optimal assignments that can exist for a given DCOP.

Part (a) shows how the tighter bound β2 indicates that a resource level of r2 is sufficient for all

k̂-optimal assignments, if each assignment consumes one resource, yielding a savings of r1 − r2

over using β1.

Second, if resource availability is fixed, tighter bounds help us choose an appropriate level

of k-optimality. If k is too low, we may exhaust our resources on bad assignments (similar as-

signments with poor relative quality). In contrast, fewer k-optimal assignments can exist as k

increases, and so if k is too high, available resources that could be spent on additional assign-

ments are guaranteed to go unused. Tighter bounds provide a more accurate measure of this kind

of guaranteed waste and thus, allow a more appropriate k to be chosen. In Figure 4.1(b), under

fixed resource level r̂, the looser bound β1 hides the resources guaranteed to go unused when k1

is used. This waste is revealed by β2, with the thick line indicating the resources that, if allocated,
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will never be used, as there cannot exist enough k-optima to use them all; instead, we now see

that using k2 will reduce this guaranteed waste.

To find the first upper bounds on the number of k-optima for a given DCOP graph, we discov-

ered a correspondence to coding theory [Ling and Xing, 2004]. In error-correcting codes, a set

of codewords must be chosen from the space of all possible words, where each word is a string

of characters from an alphabet. All codewords are sufficiently different from one another so that

transmission errors will not cause one to be confused for another. Finding the maximum possible

number of k-optima can be mapped to finding the maximum number of codewords in a space of

qn words where the minimum distance between any two codewords is d = k + 1. We can map

DCOP assignments to words and k-optima to codewords as follows: an assignment a taken by n

agents each with a domain of cardinality q is analogous to a word of length n from an alphabet

of cardinality q. The distance d(a, ã) can then be interpreted as a Hamming distance between two

words. Then, if a is k-optimal, and d(a, ã) ≤ k, then ã cannot also be k-optimal by definition.

Thus, any two k-optima must be separated by distance ≥ k + 1.

Three well-known bounds [Ling and Xing, 2004] on codewords are Hamming:

βH = qn/

bk/2c∑
j=0

(
n
j

)
(q − 1) j

 ,
Singleton:

βS = qn−k,
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and Plotkin:

βP =
⌊ k + 1
k + 1 − (1 − q−1)n

⌋
,

which is only valid when (1−1/q)n < k+1. Note that for the special case of q = 2 (all constraints

are binary), it is possible to use the relation βH(n, k, q) = βH(n− 1, k− 1, q)[Ling and Xing, 2004]

to obtain a tighter bound for odd k using the Hamming bound. Now, to find a reward-independent

bound on the number of 1-optima for three agents with q = 2, (e.g., the system in Example 1),

we obtain min{βH , βS , βP} = βH = 4, without knowing R12 and R23 explicitly.

Unfortunately, problems of even d (odd k), are not of interest for error-correcting codes, and

βH , the Hamming bound, is very loose or useless for DCOP when q > 2, e.g., for 1-optima

(solutions reached by DSA) the bound is equal to the number of possible assignments in this

case. Hence, for DCOP, we pursue an improved bound for q > 2 and odd k. βH is derived by

using a sphere-packing argument stating that the total number of words qn must be greater than

the number of codewords Aq(n, k) multiplied by the size of a sphere of radius bk/2c centered

around each codeword. A sphere S A(a∗, r) with center a∗ and radius r is the set of assignments

ã such that d(a∗, ã) ≤ r, and represents words that cannot be codewords (except for its center).

It can be shown that S A(a∗, bk/2c) contains exactly
∑bk/2c

j=0

(
n
j

)
(q − 1) j words. If k is even, the

tightest packing occurs with spheres of radius k/2 and each word can be uniquely assigned to the

sphere of its closest codeword. If k is odd, it is possible for a word to be equidistant from two

codewords and it is unclear how to assign it to a sphere. The Hamming bound addresses this issue

by using the bound for k−1 when k is odd, which leads to smaller spheres and a bound larger than

necessary. This ignores the contribution of a word that lies on the “boundary” between several
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spheres. These boundary assignments can be appropriately partitioned to achieve a tighter bound

on the number of k-optima for odd k, called the Modified Hamming bound.

Proposition 7 For odd k, Aq(n, k) ≤ min{A1, A2} where

A1 =
qn −

(
n

(k+1)/2

)
(q − 1)(k+1)/2∑bk/2c

j=0

(
n
j

)
(q − 1) j

A2 =
qn∑bk/2c

j=0

(
n
j

)
(q − 1) j +

(
n

(k+1)/2

)
(q − 1)(k+1)/2(n−1)

Proof. Any word that has Hamming distance bk/2c or less from a codeword belongs in that

codeword’s sphere, because belonging to more than one sphere would violate the code’s distance

requirement. Given an odd value of k, each codeword will have
(

n
(k+1)/2

)
(q − 1)(k+1)/2 words that

are a distance of (k+ 1)/2 away from it. It cannot claim all these words for its sphere exclusively,

as they may be equidistant from other codewords. We do know however that each of these words

can be on the boundary of at most n spheres (i.e. can be equidistant from at most n codewords)

because they are of length n. Furthermore, each of these words can be equidistant from at most

Aq(n, k) codewords, i.e. the total number of codewords in the space. Thus, each codeword can

safely incorporate 1/min {n, Aq(n, k)} of each of these boundary words into its sphere without

any portion being claimed by more than one sphere. Aggregating over all the words on the

boundary, we can increase the volume of the sphere by
(

n
(k+1)/2

)
(q − 1)(k+1)/2/min {n, Aq(n, k)}.
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Using the sphere-packing argument with the portions of the boundary words added to each sphere,

if Aq(n, k) ≤ n, we have

qn ≥ Aq(n, k)
[bk/2c∑

j=0

(
n
j

)
(q − 1) j +

(
n

(k+1)/2

)
(q − 1)(k+1)/2

Aq(n, k)

]

⇒ Aq(n, k) ≤
qn −

(
n

(k+1)/2

)
(q − 1)(k+1)/2∑bk/2c

j=0

(
n
j

)
(q − 1) j

≡ A1,

and if Aq(n, k) ≥ n, we have

qn ≥ Aq(n, k)
[bk/2c∑

j=0

(
n
j

)
(q − 1) j +

(
n

(k+1)/2

)
(q − 1)(k+1)/2

n

]

⇒ Aq(n, k) ≤
qn∑bk/2c

j=0

(
n
j

)
(q − 1) j +

(
n

(k+1)/2

)
(q − 1)(k+1)/2(n−1)

≡ A2.

We have Aq(n, k) ≤ n ⇒ Aq(n, k) ≤ A1 and Aq(n, k) ≥ n ⇒ Aq(n, k) ≤ A2. We can show

that A1 � n ⇔ A2 � n, ∀� ∈ {<, >,=}. Furthermore, A1 � n, A2 � n ⇔ A1 � A2. Thus, when

A1 ≤ n, then A2 ≤ n and A1 ≤ A2. So, Aq(n, k) ≤ A1 = min{A1, A2} when A1 ≤ n. And, when

A1 > n, then A2 > n and A1 > A2. So, Aq(n, k) ≤ A2 = min{A1, A2} when A1 > n. Therefore,

Aq(n, k) ≤ min{A1, A2}.�

We call the Modified Hamming bound βMH and define βHS P = min{βH , βS , βP, βMH}, includ-

ing the relation for βH for q = 2; i.e. βHS P gives the best of all the (graph-independent) bounds

so far.
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4.2 Graph-Based Analysis: k-Optima

The βHS P bound and its components depend only on n, k and q, regardless of how the team reward

is decomposed onto constraints; i.e., the bounds are the same for all θ. For instance, the bound on

1-optima for Example 1 (found to be 4 in the previous section) ignored the fact that agents 1 and

3 do not share a constraint, and yields the same result independent of the DCOP graph structure.

However, exploiting this structure (as captured by θ) can significantly tighten the bounds on

{|Aq(n, k)|}nk=1. In particular, in obtaining the bounds in Section 4.1, pairs of assignments were

mutually exclusive as k-optima (only one of the two could be k-optimal) if they were separated

by a distance ≤ k. We now show how some assignments separated by a distance ≥ k + 1 must

also be mutually exclusive as k-optima.

We define DG(a, ã) := {i ∈ G : ai , ãi} and V(G) := ∪S∈θ:G∩S,∅S . Intuitively, DG(a, ã) is the

set of agents within the subgroup G who have chosen different actions between a and ã, and V(G)

is the set of agents (including those in G) who are a member of some constraint S ∈ θ incident on

a member of G (e.g., G and the agents who share a constraint with some member of G). Then,

V(G)C is the set of all agents whose contribution to the team reward is independent of the values

taken by G.

Proposition 8 Let there be an assignment a∗ ∈ Aq(n, k) and let ã ∈ A be another assignment for

which d(a∗, ã) > k. If ∃ G ⊂ N , G , ∅ for which |G| ≤ k and DV(G)(a∗, ã) = G, then ã < Aq(n, k).

In other words, if ã contains some group G that is facing the same context as it does in a∗, but

some agent in G is choosing a different value than it does in a∗, then a∗ and ã cannot both be

k-optimal.
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Proof. Given a∗, ã, and G with the properties stated above, we have that ∀a : d(a∗, a) ≤ k,

∆(a∗, a) > 0. In other words, any assignment a that is a distance of k or less from a∗ must have

a lower reward than a∗. Let us define a particular a such that ai = ãi for i ∈ V(G) and ai = a∗i

for i < V(G); i.e., the agents in V(G) take the same values as in ã and the other agents take the

same values as in a∗. Then, by our initial conditions, D(a∗, a) = DV(G)(a∗, ã) = G, and therefore

d(a∗, a) ≤ k which implies that a∗ has a higher reward than a:

∆(a∗, a) =
∑

S∈θ:S∩D(a∗,a),∅

RS (a∗S ) − RS (aS ) =
∑

S∈θ:S∩G,∅

RS (a∗S ) − RS (aS )

=
∑

S∈θ:S∩G,∅

RS (a∗S ) − RS (ãS ) > 0.

Now let us define a new assignment, â, such that âi = a∗i for i ∈ V(G) and âi = ãi for i < V(G).

In other words, the agents in V(G) take the same values as in a∗ and the other agents take the same

values as in ã. Then D(ã, â) = DV(G)(ã, a∗) = G and d(ã, â) ≤ k, which implies that ã has a lower

reward than â:

∆(ã, â) =
∑

S∈θ:S∩D(ã,â),∅

RS (ãS ) − RS (âS ) =
∑

S∈θ:S∩G,∅

RS (ãS ) − RS (âS )

=
∑

S∈θ:S∩G,∅

RS (ãS ) − RS (a∗S ) < 0.

Thus, ã < Aq(n, k) because ∆(ã, â) < 0 and d(ã, â) ≤ k. (ã has a lower reward than â which is a

distance of k or less away, and thus cannot be k-optimal if a∗ is k-optimal.) �

Proposition 8 provides conditions where if a∗ is k-optimal then ã, which may be separated

from a∗ by a distance greater than k + 1 may not be k-optimal, thus tightening bounds on k-

optimal assignment sets. With Proposition 8, since agents are typically not fully connected to all
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Figure 4.2: A visual representation of the effect of Proposition 8.

other agents, the relevant context a subgroup faces is not the entire set of other agents. Thus, the

subgroup and its relevant context form a view (captured by V(G)) that is not the entire team. We

consider the case where an assignment ã has d(a∗, ã) > k. We also have group G of size k within

whose view V(G), G are the only deviators between a∗ and ã (although agents outside the view

must also have deviated, because d(a∗, ã) > k). We then know that ã contains a group G of size k

or less that has taken a suboptimal subgroup assignment of values to variables with respect to its

relevant context and thus ã cannot be k-optimal, i.e. if the group G chose a∗G instead of ãG under

its relevant context V(G) \ G for ã, then team reward would increase. Finally, we note that this

proposition does not imply any relationship between the reward of a∗ and that of ã.

Figure 4.2(a) shows G, V(G), and V(G)C for a sample DCOP of six agents with a domain

of two actions, white and gray. Without Proposition 8, ã1, ã2, and ã3 could all potentially be

2-optimal. However, Proposition 8 guarantees that they are not, leading to a tighter bound on

the number of 2-optima that could exist. To see the effect, note that if a∗ is 2-optimal, then

G = {1, 2}, a subgroup of size 2, must have taken an optimal subgroup joint action (all white)

given its relevant context (all white). Even though ã1, ã2, and ã3 are a distance greater than 2
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from a∗, they cannot be 2-optimal, since in each of them, G faces the same relevant context (all

white) but is now taking a suboptimal subgroup joint action (all gray).

To explain the significance of Proposition 8 to bounds, we introduce the notion of an exclu-

sivity relation E ⊂ N which captures the restriction that if deviating group D(a, ã) = E, then at

most one of a and ã can be k-optimal. An exclusivity relation set for k-optimality, Ek ⊂ P(N), is a

collection of such relations that limits |Aq(n, k)|, the number of assignments that can be k-optimal

in a reward-independent setting (otherwise every assignment could potentially be k-optimal). In

particular, the set Ek defines an exclusivity graph Hk where each node corresponds uniquely to

one of all qn possible assignments. Edges are defined between pairs of assignments, a and ã, if

D(a, ã) ∈ Ek. The size of the maximum independent set (MIS) of Hk, the largest subset of nodes

such that no pair defines an edge, gives an upper bound on |Aq(n, k)|. Naturally, an expanded Ek

implies a more connected exclusivity graph and thus a tighter bound on |Aq(n, k)|.

Without introducing graph-based analysis, βHS P for each k provides a bound on the MIS of

Hk when

Ek =
⋃

E⊂N :1≤|E|≤k

E.

This set Ek captures only the restriction that no two assignments within a distance of k can both

be k-optimal. Consider Example 1, but with unknown rewards on the links. Here, the exclusivity

relation set for 1-optima without considering the DCOP graph is E1 = {{1}, {2}, {3}}, meaning

that no two assignments differing only by the action taken by either agent 1, 2, or 3, can both be

1-optimal. This leads to the exclusivity graph in Figure 4.3(a) whose MIS implies a bound of 4.
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Figure 4.3: Exclusivity graphs for 1-optima for Example 1 with MIS shown in gray, (a) not using
Proposition 8 and (b) using it.

The significance of Proposition 8 is that it provides additional exclusivity relations for solu-

tions separated by distance ≥ k + 1, which arise only because we considered the structure of the

DCOP graph, which will allow a tighter bound to be computed. This graph-based exclusivity

relation set is

Ẽk =
⋃

E⊂N :1≤|E|≤k

⋃
F∈P(V(E)C)

[E ∪ F]

which is a superset of Ek. Additional relations exist because multiple different exclusivity rela-

tions (
⋃

F∈P(V(E)C)[E ∪ F]) appear the same to the subgroup E because of its reduced view V(E).

Now, for Example 1, the exclusivity relation set for 1-optima when considering the DCOP graph

is Ẽ1 = {{1}{2}, {3}, {1, 3}}, which now has the additional relation {1,3}. This relation, included

because of the realization that agents 1 and 3 are not connected, says that no two assignments

can both be 1-optimal if they differ only in the actions of both agent 1 and agent 3. This leads to

the exclusivity graph in Figure 4.3(b) whose MIS implies a bound of 2. Algorithms for obtaining

bounds using Ẽk will be discussed in Section 4.4.
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4.3 Application to Nash Equilibria

Our graph-based bounds can be extended beyond agent teams to noncooperative settings. It is

possible to employ the same exclusivity relations for 1-optimal DCOP assignments to bound the

number of pure-strategy Nash equilibria in a graphical game (of the same graph structure) using

any of our bounds for |Aq(n, 1)|. Bounds on Nash equilibria [McLennan and Park, 1999] are

useful for design and analysis of mechanisms as they predict the maximum number of outcomes

of a game.

We begin with a set of noncooperative agents N = {1, . . . n}, where the ith agent’s utility is

U i(ai; a{N\i}) =
∑
S i∈θi

U i
S i

(ai; a{S i\i})

which is a decomposition into an aggregation of component utilities generated from minimal

subgroups. Note that the combination of actions taken by any subgroup of agents may generate

utility for any agent i, therefore the subgroups are denoted as S i rather than S , as in the cooperative

case, where the utility went to the entire team. The notation ai and a{G\i} refers to the ith agent’s

action and the actions of the group G with i removed, respectively. We refer to a as an assignment,

with the understanding that it is composed of actions motivated by individual utilities. Let the

view of the ith agent in a noncooperative setting to be V(i) = ∪S i∈θiS i. The deviating group

with respect to G is: DG(a, ã) := {i ∈ G : ai , ãi}. Assuming every player has a unique

optimal response to its context, then if a∗ is a pure-strategy Nash equilibrium, and d(a∗, a) = 1,

i = D(a∗, a), we know that

U i(a∗i ; a∗
{N\i}) > U i(ai; a∗

{N\i})
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and a is not a pure-strategy Nash equilibrium. However, applying the graph (or hypergraph)

structure of the game, captured by the sets {θi}, we get exclusivity relations between assignments

with distance > 1 as follows.

Proposition 9 If a∗ is a pure-strategy Nash equilibrium, ã ∈ A such that d(a∗, ã) > 1, and ∃i ∈ N

such that DV(i)(a∗, ã) = i, then ã is not a pure-strategy Nash equilibrium.

Proof. We have:

U i(ãi; ã{N\i}) =
∑
S i∈θi

U i
S i

(ãi; ã{S i\i}) =
∑
S i∈θi

U i
S i

(ãi; a∗
{S i\i})

<
∑
S i∈θi

U i
S i

(a∗i ; a∗
{S i\i}) =

∑
S i∈θi

U i
S i

(a∗i ; ã{S i\i}) = U i(a∗i ; ã{N\i}).

The first and last equalities are by definition. The second and third equalities are because

DV(i)(a∗, ã) = i.

The inequality is because a∗ is a pure-strategy Nash equilibrium. The result is that ãi is not an

optimal response to ã{N\i} and thus cannot be a Nash equilibrium. �

Proposition 9 states that a∗ and ã cannot both be Nash equilibria if ∃i, DV(i)(a∗, ã) = i,

which is identical to the condition that prevents two assignments (in a team setting) from being

1-optimal. The commonality is that in both the cooperative and noncooperative settings, agents

have optimal actions for any given context, and in both settings there is a notion of relevant

context, V(i) \ i, which can be a subset of other agents {N \ i}. The difference is that the views are

generated in different manners: V(i) = ∪S∈θ:i∩S,∅S in a cooperative setting, while V(i) = ∪S i∈θiS i

in a noncooperative setting. Given the views, we can generate the exclusivity relation set in the
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same manner, E1 =
⋃

i∈N
⋃

F∈P(V(i)C)[i ∪ F]. Given the exclusivity relation set, we can create an

exclusivity graph for a noncooperative setting in a fashion similar to the one in Section 4.2. Thus,

the bound on the number of Nash equilibria for a noncooperative graphical game is identical to

the bound on 1-optimal assignments for a cooperative DCOP, if both share the same exclusivity

relation set E1.

4.4 Graph-Based Bounds

As seen earlier, the graph structure expands the exclusivity relation set for k-optimality in coop-

erative (DCOP) settings and Nash equilibria in noncooperative (graphical-game) settings. This

set defines exclusivity graph Hk whose maximum independent set (MIS) provides a bound for the

number of k-optimal assignments (or alternatively, for the number of Nash equilibria). Finding the

size of the MIS is NP-complete in the general case [Alon and Kahale, 1998], so we investigated

heuristic techniques to obtain an upper bound on |Aq(n, k)|. We observe that any fully-connected

subset (clique) of Hk can contain at most one k-optimum. Thus, the number of cliques in any

clique partitioning of Hk also provides an upper bound on |Aq(n, k)|, where a partitioning yield-

ing fewer cliques will provide a tighter bound. Hence, our first approach is the polynomial-time

FCLIQUE clique-partitioning algorithm, shown in [Kim and Shin, 2002] to outperform several

competitors.

Our second heuristic technique to find a graph-based bound is Algorithm 1, the Symmetric

Region Packing bound, βS RP, which uses a packing method analogous to Proposition 7, where

each k-optimum claims a region of the space of all possible assignments (the nodes of Hk). Be-

cause these regions are constructed to be disjoint and have identical volumes, dividing the space
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Algorithm 1 Algorithm for Symmetric Region Packing (SRP) bound
1: Ẽk =

⋃
E⊂I:1≤|E|≤k

⋃
F∈P(V(E)C )[E ∪ F]

2: a = [0 0 0]
3: |Ak | = 1
4: B(a) = ∪E∈Ẽk

f (a, E)
5: for all b ∈ B(a) do
6: B(b) = (∪E∈Ẽk

f (b, E)) \ (a ∪ B(a))
7: Hk(b).addNodes(B(b))
8: for all b1, b2 ∈ B(b) do
9: if D(b1, b2) ∈ Ẽk then

10: Hk(b).addEdge(b1, b2)
11: Mb = |cliquePartition(Hk(b))|
12: |Ak | = |Ak | + 1/(1 + Mb)
13: βS RP = (qI)/|Ak |

of all assignments by this volume yields a bound. Figure 4.4 shows βS RP computed for 1-optima

for Example 1. We choose an arbitrary assignment a ∈ A which we assume to be k-optimal

(a = [0 0 0] in Figure 4.4), around which we will construct a region claimed by a.

Applying the exclusivity relations from Ẽk, we generate a set B(a) = ∪E∈Ẽk
f (a, E) where

f (a, E) yields the assignment that is excluded from being k-optimal by a and E. The first two

rows of Figure 4.4 show Ẽ1 and the set B([0 0 0]). Applying the exclusivity relations again

for each b ∈ B(a), and discarding assignments already included in a or B(a), we generate a set

B(b) = ∪E∈Ẽk
f (b, E) which contains all assignments that potentially exclude b from being k-

optimal. In Figure 4.4, we apply Ẽ1 to find B(b) for all b ∈ B(a) = {[1 0 0], [0 1 0], [0 0 1], [1 0 1]}

where the grayed out assignments are those discarded for being in {a} ∪ B(a). To ensure that the

region that a claims is disjoint from the regions claimed by other k-optima, a should only claim a

fraction of each b ∈ B(a). This can be achieved if a shares each b equally with all other k-optima

that might exclude b. These additional k-optima are contained within B(b). However, not all

b ∈ B(b) can actually be k-optimal as they might exclude each other. If we construct a graph

Hk(b) with nodes for all b ∈ B(b) and edges formed using Ẽk, and we find Mb, the size of the

MIS, then a can safely claim 1/(1 +Mb) of b. We again use clique partitioning to safely estimate
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B([0 0 0]) = { [1 0 0], [0 1 0], [0 0 1], [1 0 1]
{1}, {2}, {3}, {1,3}

B([1 0 0]) B([0 0 1])B([0 1 0]) B([1 0 1])
[0 0 0]
[1 1 0]
[1 0 1]
[0 0 1]

[0 1 1]
[1 1 1] [1 0 0]

[1 1 0]
[0 0 0]

[1 0 1]
[0 1 1]
[0 0 0]

[0 0 1]
[1 1 1]
[1 0 0]
[1 1 1]

(exclusivity 
subgraph)

H1(b)

{1},
{2},
{3},
{1,3}}

}
= { }

= {

{1,3}

{1}
{3}
110

011
111

110 011

Mb =

1/(1+Mb) =
1 1 11
1/2 1/21/21/2

111

Figure 4.4: Computation of βS RP for Example 1

Mb. In Figure 4.4, for b = [0 1 0], B([0 1 0]) leads to a three-node, three-edge exclusivity graph

Hk([0 1 0]). By adding the values of 1/(1+Mb) for all b ∈ B(a) (plus one for itself), we obtain that

a can safely claim a region of size 3, which implies βS RP = b23/3c = 2. Algorithm 1’s runtime

is polynomial in the number of possible assignments, which is a comparatively small cost for a

bound that applies to every possible instantiation of rewards to actions. An exhaustive search for

the MIS of Hk would be exponential in this number (doubly exponential in the number of agents).

4.5 Experimental Results

We performed five evaluations in addition to the experiment described at the beginning of the

section. The first evaluates the impact of k-optimality for higher values of k. For each of the three

DCOP graphs from Figure 2.2(a-c), Figure 4.5(a-c) shows key properties for 1-, 2- and 3-optima.
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1-opt.
2-opt.
3-opt.

10
55
175

avg.
reward
.850
.964
.993

1-opt.
2-opt.
3-opt.

10
55
175

avg.
reward
.809
.961
.986

1-opt.
2-opt.
3-opt.

9
45
129

avg.
reward
.832
.977
.982

(a) (b) (c)

|Ã| |Ã| |Ã|

Figure 4.5: 1-optima vs. assignment sets chosen using other metrics

The first column of each table shows |Ã|, the size of the neighborhood containing all assignments

within a distance of k from a k-optimal assignment a, and hence of lower reward than a. For

example, in the joint patrol domain described at the beginning of the section, Figure 4.5(a) shows

that, if agents are arranged as in the DCOP graph from Figure 2.2 (a), any 1-optimal joint pa-

trol must have a higher reward than at least 10 other joint patrols. We see that as k increases,

the k-optimal set contains assignments that each individually dominate a larger and larger neigh-

borhood. The second column shows, for each of the three graphs, the average reward of each

k-optimal assignment set found over 20 problem instances, generated by assigning rewards to

the links from a uniform random distribution. We define the reward of a k-optimal assignment

set as the mean reward of all k-optimal assignments that exist for a particular problem instance;

each figure in the second column is therefore a mean of means. As k was increased, leading to a

larger neighborhood of dominated assignments, the average reward of the k-optimal assignment

sets show a significant increase (T-tests showed the increase in average reward as k increased was

significant within 5%.)
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βSRP

βHSP

(a) (b) (c)

Figure 4.6: βS RP vs. βHS P for DCOP graphs from Figure 2.2

However as k increases, the number of possible k-optimal assignments decreases, and hence

the next four evaluations explore the effectiveness of the different bounds on the number of k-

optima. For the three DCOP graphs shown in Figure 2.2, Figure 4.6 provides a concrete demon-

stration of the gains in resource allocation due to the tighter bounds made possible with graph-

based analysis. The x axis in Figure 4.6 shows k, and the y axis shows the βHS P and βS RP bounds

on the number of k-optima that can exist. To understand the implications of these results on re-

source allocation, consider a patrolling problem where the constraints between agents are shown

in the 10-agent DCOP graph from Figure 2.2(a), and all agents consume one unit of fuel for each

assignment taken. Suppose that k = 2 has been chosen, and so at runtime, the agents will use

MGM-2 [Maheswaran et al., 2004a], repeatedly, to find and execute a set of 2-optimal assign-

ments. We must allocate enough fuel to the agents a priori so they can execute up to all possible

2-optimal assignments. Figure 4.6(a) shows that if βHS P is used, the agents would be loaded with

93 units of fuel to ensure enough for all 2-optimal assignments. However, βS RP reveals that only

18 units of fuel are sufficient, a five-fold savings. (For clarity we note that on all three graphs,

both bounds are 1 when k = n and 2 when n − 3 ≤ k < n.)
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To systematically investigate the impact of graph structure on bounds, we generated a large

number of DCOP graphs of varying size and density. We started with complete binary graphs

(all pairs of agents are connected) where each node (agent) had a unique ID. To gradually make

each graph sparser, edges were repeatedly removed according to the following two-step process:

(1) Find the lowest-ID node that has more than one incident edge. (2) If such a node exists, find

the lowest-ID node that shares an edge with it, and remove this edge. Figure 4.7 shows the βHS P

and βS RP bounds for k-optima for k ∈ {1, 2, 3, 4} and n ∈ {7, 8, 9, 10}. For each of the 16 plots

shown, the y axis shows the bounds and the x-axis shows the number of links removed from the

graph according to the above method. While βHS P < βS RP for very dense graphs, βS RP provides

significant gains for the vast majority of cases. For example, for the graph with 10 agents, and 24

links removed, and a fixed k = 1, βHS P implies that we must equip the agents with 512 resources

to ensure that all resources are not exhausted before all 1-optimal actions are executed. However,

βS RP indicates that a 15-fold reduction to 34 resources will suffice, yielding a savings of 478 due

to the use of graph structure when computing bounds.

A fourth experiment compared βHS P and βS RP to the bound obtained by applying FCLIQUE ,

βFCLIQUE to DCOP graphs from the previous experiment. Selected results are shown in Figure 4.8

for graphs of 8 and 9 agents. While βFCLIQUE is marginally better for k = 1, βS RP has clear gains

for k = 4. Identifying the relative effectiveness of various algorithms that exploit our exclusivity

relation sets is clearly an area for future work.

Finally, Figure 4.9 compares the constant-time-computable graph-independent bounds from

Section 4.1, in particular, showing the improvement of βMH over min{βH , βS , βP} for selected odd

values of k, given three possible actions for each agent (q = 3). The x-axis shows n, the number

of agents and the y-axis shows 100 · (min{βH , βS , βP} − βMH)/min{βH , βS , βP}. For odd values
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βHSPβSRP

Figure 4.7: Comparisons of βS RP vs. βHS P
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8 agents 9 agents
k = 1

8 agents 9 agents
k = 4

βSRP βFCLIQUEβHSP

Figure 4.8: Comparisons of βS RP, βHS P, βFCLIQUE

Figure 4.9: Improvement of βMH on min{βH , βS , βP}

of k > 1, as n increased, βMH provided a tighter bound on the number of k-optima. The most

improvement was for k = 3; as n increased, βMH gave a bound 50% tighter than the others.
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Chapter 5

Algorithms

This chapter contains a description of existing 1-optimal algorithms, new 2- and 3-optimal algo-

rithms, as well as a theoretical analysis of key properties of these algorithms and experimental

comparisons. We discuss the existing 1-optimal algorithms here, rather than in the discussion of

related work in Chapter 8 because our new 2- and 3-optimal algorithms build on the frameworks

of these basic algorithms.

5.1 1-Optimal Algorithms

We begin with two algorithms that only consider unilateral actions by agents in a given context.

The first is the MGM (Maximum Gain Message) Algorithm which is a modification of DBA

(Distributed Breakout Algorithm) [Yokoo and Hirayama, 1996] focused solely on gain message

passing. MGM is not a novel algorithm, but simply a name chosen to describe DBA without the

changes on constraint costs that DBA uses to break out of local minima. We note that DBA itself

cannot be applied in an optimization context, as it would require global knowledge of solution

quality (it can be applied in a satisfaction context because any agent encountering a violated

constraint would know that the current solution is not a satisfying solution). The second is DSA
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(Distributed Stochastic Algorithm) [Fitzpatrick and Meertens, 2003], which is a homogeneous

stationary randomized algorithm. Our analysis will focus on synchronous applications of these

algorithms.

Let us define a round as the duration to execute one run of a particular algorithm. This run

could involve multiple broadcasts of messages. Every time a messaging phase occurs in a round,

we will count that as one cycle and cycles will be our performance metric for speed, as is common

in DCOP literature. Let x(n) ∈ X denote the assignments at the beginning of the n-th round. We

assume that every algorithm will broadcast its current value to all its neighbors at the beginning

of the round taking up one cycle. Once agents are aware of their current contexts, they will go

through a process as determined by the specific algorithm to decide which of them will be able

to modify their value. Let M(n) ⊆ N denote the set of agents allowed to modify the values in the

n-th round. For MGM, each agent broadcasts a gain message to all its neighbors that represents

the maximum change in its local utility if it is allowed to act under the current context. An agent

is then allowed to act if its gain message is larger than all the gain messages it receives from

all its neighbors (ties can be broken through variable ordering or another method) [Yokoo and

Hirayama, 1996]. MGM is outlined in Algorithm 7. For DSA, each agent generates a random

number from a uniform distribution on [0, 1] and acts if that number is less than some threshold

p [Fitzpatrick and Meertens, 2003]. We note that MGM has a cost of two cycles per round

while DSA only has a cost of one cycle per round. Pseudocode for DSA and MGM is given in

Algorithms 2 and 3 respectively.

We are able to prove the following monotonicity property of MGM.
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Algorithm 2 DSA (myNeighbors, myValue)
1: SendValueMessage(myNeighbors, myValue)
2: currentContext = GetValueMessages(myNeighbors)
3: [gain,newValue] = BestUnilateralGain(currentContext)
4: if Random(0,1) < Threshold then
5: myValue = newValue

Algorithm 3 MGM (myNeighbors, myValue)
1: SendValueMessage(myNeighbors, myValue)
2: currentContext = GetValueMessages(myNeighbors)
3: [gain,newValue] = BestUnilateralGain(currentContext)
4: SendGainMessage(myNeighbors,gain)
5: neighborGains = ReceiveGainMessages(myNeighbors)
6: if gain > max(neighborGains) then
7: myValue = newValue

Proposition 10 When applying MGM, the global utility U(x(n)) is strictly increasing with respect

to the round (n) until x(n) ∈ XE .

Proof. We assume M(n) , ∅, otherwise we would be at a 1-optimum. When utilizing MGM, if

i ∈ M(n) and Ei j = 1, then j < M(n). If the i-th variable is allowed to modify its value in a particular

round, then its gain is higher than all its neighbors gains. Consequently, all its neighbors would

have received a gain message higher than their own and thus, would not modify their values in that

round. Because there exists at least one neighbor for every variable, the set of agents who cannot

modify their values is not empty.We have x(n+1)
i , x(n)

i ∀i ∈ M(n) and x(n+1)
i = x(n)

i ∀i < M(n).
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Also, ui(x(n+1)
i ; x(n)

−i ) > ui(x(n)
i ; x(n)

−i ) ∀i ∈ M(n), otherwise the i-th player’s gain message would

have been zero. Looking at the global utility, we have

U
(
x(n+1)

)
=

∑
i, j:Ei j=1

Ui j
(
x(n+1)

i , x(n+1)
j

)
=

∑
i, j:i∈M(n),

j∈M(n),Ei j=1

Ui j
(
x(n+1)

i , x(n+1)
j

)
+

∑
i, j:i∈M(n),

j<M(n),Ei j=1

Ui j
(
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i , x(n+1)
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)

+
∑
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Ui j
(
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j

)
+

∑
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Ui j
(
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)

=
∑
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(
x(n)

)
.

The second equality is due to a partition of the summation indexes. The third equality utilizes

the properties that there are no neighbors in M(n) and that the values for variables corresponding

to indexes not in M(n) in the (n + 1)-th round are identical to the values in the n-th round. The
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strict inequality occurs because agents in M(n) must be making local utility gains. The remaining

equalities are true by definition. Thus, MGM yields monotonically increasing global utility until

equilibrium. �

Why is monotonicity important? In anytime domains where communication may be halted

arbitrarily and existing strategies must be executed, randomized algorithms risk being terminated

at highly undesirable assignments. Given a starting condition with a minimum acceptable global

utility, monotonic algorithms guarantee lower bounds on performance in anytime environments.

Consider the following example.

Example 4 The Traffic Light Game. Consider two variables, both of which can take on the

values red or green, with a constraint that takes on utilities as follows:

• U(red, red) = 0.

• U(red, green) = U(green, red) = 1.

• U(green, green) = −1000.

Turning this DCOP into a game would require the agent for each variable to take the utility of

the single constraint as its local utility. If (red, red) is the initial condition, each agent would

choose to alter its value to green if given the opportunity to move. If both agents are allowed to

alter their value in the same round, we would end up in the adverse state (green, green). When

using DSA, there is always a positive probability for any time horizon that (green, green) will be

the resulting assignment.

In domains such as independent path planning of trajectories for UAVs or rovers, in envi-

ronments where communication channels are unstable, bad assignments could lead to crashes
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Figure 5.1: Sample Trajectories of MGM and DSA for a High-Stakes Scenario

whose costs preclude the use of methods without guarantees. This is illustrated in Figure 5.1

which displays sample trajectories for MGM and DSA with identical starting conditions for a

high-stakes scenario described in Section 5.4. The performance of both MGM and DSA with

respect to various graph coloring problems are investigated and discussed in Section 5.4.

5.2 2-Optimal Algorithms

When applying 1-optimal algorithms, the evolution of the assignments will terminate at a 1-

optimum within the set XE described earlier. One method to improve the solution quality is for

agents to coordinate actions with their neighbors. This allows the evolution to follow a richer

space of trajectories and alters the set of terminal assignments. In this section we introduce two

2-optimal algorithms, where agents can coordinate actions with one other agent. Let us refer to

the set of terminal states of the class of 2-optimal algorithms as X2E , i.e. neither a unilateral nor a

74



bilateral modification of values will increase sum of all constraint utilities connected to the acting

agent(s) if x ∈ X2E .

We now introduce two algorithms that allow for coordination while maintaining the underly-

ing distributed decision making process and the same constraint graph: MGM-2 (Maximum Gain

Message-2) and SCA-2 (Stochastic Coordination Algorithm-2).

Both MGM-2 and SCA-2 begin a round with agents broadcasting their current values. The

first step in both algorithms is to decide which subset of agents are allowed to make offers. We

resolve this by randomization, as each agent generates a random number uniformly from [0, 1]

and considers themselves to be an offerer if the random number is below a threshold q. If an

agent is an offerer, it cannot accept offers from other agents. All agents who are not offerers

are considered to be receivers. Each offerer will choose a neighbor at random (uniformly) and

send it an offer message which consists of all coordinated moves between the offerer and receiver

that will yield a gain in local utility to the offerer under the current context. The offer message

will contain both the suggested values for each player and the offerer’s local utility gain for each

value pair. Each receiver will then calculate the global utility gain for each value pair in the offer

message by adding the offerer’s local utility gain to its own utility change under the new context

and (very importantly) subtracting the difference in the link between the two so it is not counted

twice. If the maximum global gain over all offered value pairs is positive, the receiver will send

an accept message to the offerer with the appropriate value pair and both the offerer and receiver

are considered to be committed. Otherwise, it sends a reject message to the offerer, and neither

agent is committed.

At this point, the algorithms diverge. For SCA-2, any agent who is not committed and can

make a local utility gain with a unilateral move generates a random number uniformly from
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[0, 1] and considers themselves to be active if the number is under a threshold p. At the end

of the round, all committed agents change their values to the committed offer and all active

agents change their values according to their unilateral best response. Thus, SCA-2 requires

three cycles (value, offer, accept/reject) per round. In MGM-2 (after the offers and replies are

settled), each agent sends a gain message to all its neighbors. Uncommitted agents send their

best local utility gain for a unilateral move. Committed agents send the global gain for their

coordinated move. Uncommitted agents follow the same procedure as in MGM, where they

modify their value if their gain message was larger than all the gain messages they received.

Committed agents send their partners a confirm message if all the gain messages they received

were less than the calculated global gain for the coordinated move and send a deconfirm message,

otherwise. A committed agent will only modify its value if it receives a go message from its

partner. MGM-2 is outlined in Algorithm 4. We note that MGM-2 requires five cycles (value,

offer, accept/reject, gain, confirm/deconfirm) per round, and has less concurrency than SCA-2

(since no two neighboring groups will ever move together). Given the excess cost of MGM-2,

why would one choose to apply it? We can show that MGM-2 is monotonic in global utility.

Proposition 11 When applying MGM-2, the global utility U(x(n)) is strictly increasing with re-

spect to the round (n) until x(n) ∈ X2E .

Proof. We begin by introducing some notation. At the end of the n-th round, let C(n) ⊂ N denote

the set of agents who are committed, M(n) ⊂ N denote the set of uncommitted agents who are

active, and S (n) ≡ {C(n) ∪ M(n)}C ⊂ N denote the uncommitted agents who are inactive. Let
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p(i) ∈ C(n) denote the partner of a committed agent i ∈ C(n). The global utility can then be

expressed as:
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The first equality is by definition. The second equality partitions the indexes into update class,

eliminating cross indexes of M(n) with anything other than S (n). In the third equality, we simplify

the summations involving committed agents using expressions for partners and neighbors, we

insert a zero value term in parenthesis, and transform the summations involving active agents into

local utilities. In the fourth equality, we modify the round index for those agents who are inactive.

In the fifth equality, we transform the summations involving committed agents into local utilities.

The inequality is due to the fact that the global utility on the links of the committed partners and

the local utility of the active agents must increase due to the positive gain messages. The key is

that by setting j = p(i) in the second and third summations, we recover the gain message of the

committed teams. Note the subtraction of the utility gain on the link between partners to avoid

double counting. The final equality can be achieved by reversing the transformation to yield the

global utility at the previous round. Thus, MGM-2 yields monotonically increasing global utility

until equilibrium is reached. �

Example 5 Meeting Scheduling. Consider two agents trying to schedule a meeting at either

7:00 AM or 1:00 PM with the constraint utility as follows: U(7, 7) = 1,U(7, 1) = U(1, 7) =
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Algorithm 4 MGM2 (myNeighbors, myConstraints, myValue)
Initialization step: (Send out value messages)
1: for all neighbor ∈ myNeighbors do
2: sendMsg(neighbor, <VALUE, myValue>)

Cycle 1: (Some agents become offerers. Offerers send out offers)
1: offerer? = FALSE; confirmed? = FALSE
2: for all neighbor ∈ myNeighbors do
3: myContext.add(receiveMsg(neighbor, <VALUE, neighborValue>))
4: if Random(0,1) < offererThreshold then
5: offerer? = TRUE;
6: partner = pickRandom(myNeighbors)
7: sendMsg(partner, <OFFER, allCoordinatedMoves>)
8: [ myIndividualMove, myIndividualGain ] = computeBestMove(myConstraints, myContext)

Cycle 2: (Agents respond to offerers and join their groups)
1: for all neighbor ∈ myNeighbors do
2: myOffers.add(receiveMsg(neighbor, <OFFER, allCoordinatedMoves>))
3: if NOT empty(myOffers) then
4: [partner, ourMove, ourGain ] = computeBestMove(myConstraints, myContext, myOffers)
5: if offerer? == FALSE then
6: committed? = TRUE
7: sendMsg(partner, <ACCEPT, TRUE, ourMove.partnersMove, ourGain>)
8: for all neighbor ∈ myOffers \ partner do
9: sendMsg(neighbor, <ACCEPT, FALSE, null, null>)

Cycle 3: (Group members send gain message (for group move) to neighbors outside the group)
1: receiveMsg(partner, <ACCEPT, partnerCommitted?, ourMove.myMove, ourGain>)
2: if offerer? then
3: if partnerCommitted? == TRUE then
4: committed? = TRUE
5: if committed? then
6: myGain = ourGain
7: else
8: myGain = myIndividualGain
9: for all neighbor in myNeighbors \ partner do

10: sendMsg(neighbor, <GAIN, myGain>)
Cycle 4: (Based on neighbors’ gains, agents confirm or deconfirm with partner)
1: for all neighbor ∈ myNeighbors do
2: neighborsGains.add(receiveMsg(neighbor, <GAIN, neighborsGain>))
3: if myGain > max(neighborsGains) then
4: confirmed? = TRUE // ties broken using node ordering
5: if committed? then
6: sendMsg(partner, <CONFIRM, confirmed?>)

Cycle 5: (Confirmed agents move and send out value messages)
1: receiveMsg(partner, <CONFIRM, partnerConfirmed?>)
2: if committed then
3: if confirmed? then
4: if partnerConfirmed? then
5: myValue = ourMove.myValue
6: else
7: myValue = myIndividualMove
8: else if confirmed? then
9: myValue = myIndividualMove

10: for all neighbor ∈ myNeighbors do
11: sendMsg(neighbor, <VALUE, myValue>)
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−100,U(1, 1) = 10. If the agents started at (7, 7), any 1-coordinated algorithm would not be able

to reach the global optimum, while 2-coordinated algorithms would.

It is not true that 2-optimal algorithm will yield a solution with higher quality than a 1-optimal

algorithm in all situations. In fact, there are DCOPs and initial conditions for which a given 1-

optimal algorithm will yield a better solution than a given 2-optimal algorithm. The complexity

lies in that we cannot predict exactly what trajectory the evolution will follow. Given certain

initial conditions (beginning the algorithm at a 1-optimum), 2-optimal algorithms will always

perform at least as well as 1-optimal algorithms (or better) as outlined in the following corollary.

For other initial conditions, the experiments shown in Section 5.4 show that for the domains

investigated, 2-optimal algorithms did outperform 1-optimal algorithms on average with respect

to solution quality.

Corollary 1 For every initial DCOP assignment x0 ∈ XE \ X2E , MGM-2 will yield a better

solution than either MGM or DSA.

Proof. Since x0 ∈ XE , neither MGM nor DSA will move and the solution quality will be that

obtained at the assignment x0. However, since x0 < X2E , MGM-2 will continue to evolve from x0

until it reaches an assignment in X2E . Because MGM − 2 is monotonic in global utility, whatever

solution in reaches in X2E will have a higher global utility than x0. �

Thus, MGM-2 dominates DSA and MGM for initial conditions in XE \ X2E and is identical

to DSA and MGM on X2E (as neither algorithm will evolve from there). The unknown is the

behavior on X\XE . It is difficult to analyze this space because one cannot pinpoint the trajectories

due to the probabilistic nature of their evolution. If we assume that iterations beginning in X \ XE

are taken to points in XE in a relatively uniform manner on average with all algorithms, then
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we might surmise that the dominance of MGM-2 should yield a better solution quality. The

performance of both MGM-2 and SCA-2 with respect to a various graph coloring problems are

investigated and discussed in Section 5.4.

5.3 3-Optimal Algorithms

Analogous algorithms for 3-optimality are detailed in this section. MGM-3 is presented in

detail; SCA-3 can be implemented through small adjustments to MGM-3. The main complication

with moving to 3-optimality is the following: With 2-optimal algorithms, the offerer could simply

send all information the receiver needed to compute the optimal joint move in the offer message

itself. With groups of three agents, this is no longer possible, and thus two more message cycles

are needed.

Just as in 1- and 2-optimal versions, we begin with all agents broadcasting value messages

to their neighbors in an initialization step. Then, in the first cycle, as in MGM-2 and SCA-2,

each agent generates a random number uniformly from [0, 1] and considers themselves to be an

offerer if the random number is below a threshold q and a receiver otherwise. Now, instead of

a single neighbor, each offerer will choose two neighbors at random (uniformly) and send offer

messages to both. These offer messages will not contain any suggested move; rather, they are

simple invitations to join the offerer’s group. In the second cycle, upon receiving a set of offer

messages from its neighbors, all receivers will accept a randomly chosen offer from this set and

decline the others. The receiver will return an accept message to the chosen offerer that includes

all of the constraints on the receiver as well as the context it faces (the current values of its own

neighbors). Offerers will decline all offers from the set. In the third cycle, the offerer will receive
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Algorithm 5 MGM3 (myNeighbors, myConstraints, myValue)
1: for all neighbor ∈ myNeighbors do
2: sendMsg(neighbor, <VALUE, myValue>)

Cycle 1: (Some agents become offerers. Offerers send out offers)
1: offerer? = FALSE; committed? = FALSE; confirmed? = FALSE
2: for all neighbor ∈ myNeighbors do
3: myContext.add(receiveMsg(neighbor, <VALUE, neighborValue>))
4: if Random(0,1) < offererThreshold then
5: offerer? = TRUE; committed? = TRUE
6: partner1 = pickRandom(myNeighbors); partner2 = pickRandom(myNeighbors \ partner1)
7: sendMsg(partner1, <OFFER>); sendMsg(partner2, <OFFER>)

Cycle 2: (Agents respond to offerers and join their groups)
1: for all neighbor ∈ myNeighbors do
2: myOffers.add(receiveMsg(neighbor, <OFFER>))
3: if NOT offerer? then
4: if empty(myOffers) then
5: offerer? = TRUE
6: else
7: bestOffer = selectRandom(myOffers); committed? = TRUE
8: sendMsg(bestOffer.neighbor, <ACCEPT, TRUE, myConstraints, myContext>)
9: for all neighbor ∈ myOffers \ bestOffer.neighbor do

10: sendMsg(neighbor, <ACCEPT, FALSE>);
Cycle 3: (Offerer computes best move for group, sends it to group members)
1: for all neighbor ∈ myNeighbors do
2: myAccepts.add(receiveMsg(neighbor, <ACCEPT, TRUE, neighborsConstraints, neighborsContext>)
3: [ ourMove, ourGain ] = computeBestMove(myConstraints, myContext, myAccepts);
4: for all neighbor ∈ myAccepts do
5: sendMsg(neighbor, <MOVE, ourMove, ourGain>); myGroup.add(neighbor)

Cycle 4: (Group members send gain message (for group move) to neighbors outside the group)
1: for all neighbor ∈ myNeighbors do
2: myGroup.add(receiveMsg(neighbor, <MOVE, ourMove, ourGain>))
3: for all neighbor in myNeighbors \ myGroup do
4: sendMsg(neighbor, <GAIN, ourGain>)

Cycle 5: (Based on neighbors’ gains, agents commit or decommit to group move, notify offerers)
1: for all neighbor ∈ myNeighbors do
2: neighborsGains.add(receiveMsg(neighbor, <GAIN, neighborsGain>))
3: if ourGain > max(neighborsGains) then
4: committed? = TRUE // ties broken using node ordering
5: if NOT offerer? then
6: sendMsg(myGroup.offerer, <COMMIT, committed?>)

Cycle 6: (Offerers send final confirmation (or non-confirmation) to receivers)
1: for all neighbor ∈ myGroup do
2: committedGroup = receiveMsg(neighbor, <COMMIT, TRUE>)
3: if committedGroup = myGroup then
4: confirmed? = TRUE
5: for all neighbor ∈ myGroup do
6: sendMsg(neighbor, <CONFIRM, confirmed?>)

Cycle 7: (If whole group is confirmed, all group members move, otherwise don’t move)
1: confirmed? = receiveMsg(myGroup.offerer, <CONFIRM, confirmed?>)
2: if confirmed? = TRUE then
3: myValue = ourMove.myValue
4: for all neighbor ∈ myNeighbors do
5: sendMsg(neighbor, <VALUE, myValue>)
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these accept (or decline) messages and will calculate the best possible move for the group formed

by itself and the agents that accepted its offers, assuming all other agents keep the same values.

It will communicate this joint move, as well as the potential gain in reward by taking this move,

to the receivers in the group. In the fourth cycle, the receivers will receive the move and the gain,

and now, just as in the 1- and 2-optimal versions of MGM, all agents in the group (offerer and

receivers) will send this gain in a gain message to their neighbors outside the group. Then in

the fifth cycle, as the agents receive similar gain messages from their neighbors, they consider

themselves committed if their gains are greater than all those reported by their neighbors outside

the group. Receivers send commit messages to the offerer to report this status. In the sixth

cycle, the offerer checks the commit messages from the receivers. If all agents in the group are

committed, the offerer sends a confirm message to the receivers; otherwise a deconfirm message

is sent. Then, in the seventh cycle, offerers who have just sent a confirm message, as well as

receivers who have just received one, change their values to the values specified in the joint

move, and send out new value messages to all their neighbors as the algorithm repeats.

We omit the formal proof of monotonicity for MGM-3, but it is straightforward to see that,

just as in MGM-2, the gain message cycle and the confirmation process prevent two neighboring

agents not in the same group will ever move at the same time. The main difference is that now,

since we have groups of three agents, the confirmation process requires two cycles (commit and

confirm) where in MGM-2 it only required one (confirm). An additional cycle is also needed

at the beginning since, while the offerer still initiates the formation of the group, it is now the

offerer who centralizes information from the two receivers rather than the receiver centralizing

information from a single offerer, for a total of seven cycles. We implemented SCA-3 by simply

replacing the gain, commit, and confirm cycles of MGM-3 (cycles 4, 5, and 6) with a stochastic
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step added to cycle 3 in which the offerer decides whether or not the group will move at all by

choosing a random number. SCA-3 thus requires four message cycles.

5.4 Experiments

We performed two groups of experiments - one for “medium-sized” DCOPs of forty variables

(the largest problem size considered in [Modi et al., 2005]) and one for DCOPs of 1000 variables,

larger than any problems considered in papers on complete DCOP algorithms.

5.4.1 Medium-Sized DCOPs

We considered three different domains for our first group of experiments. The first was a standard

graph-coloring scenario, in which a cost of one is incurred if two neighboring agents choose the

same color, and no cost is incurred otherwise. Real-world problems involving sensor networks,

in which it may be undesirable for neighboring sensors to be observing the same location, are

commonly mapped to this type of graph-coloring scenario. The second was a fully randomized

DCOP, in which every combination of values on a constraint between two neighboring agents was

assigned a random reward chosen uniformly from the set {1, . . . , 10}. In both of these domains,

we considered ten randomly generated graphs with forty variables, three values per variable, and

120 constraints. For each graph, we ran 100 runs of each algorithm, with a randomized start

state. The third domain was chosen to simulate a high-stakes scenario, in which miscoordination

is very costly. In this enviroment, agents are negotiating over the use of resources. If two agents

decide to use the same resource, the result could be catastrophic. An example of such a scenario

might be a set of unmanned aerial vehicles (UAVs) negotiating over sections of airspace, or
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rovers negotiating over sections of terrain. In this domain, if two neighboring agents take the

same value, there is a large penalty incurred (-1000). If two neighboring agents take different

values, they obtain a reward chosen uniformly from {10, . . . , 100}. Because miscoordination is

costly, we introduced a safe (zero) value for all agents. An agent with this value is not using any

resource. If two neighboring agents choose zero as their values, neither a reward nor a penalty

is obtained. In such a high-stakes scenario, a randomized start state would be a poor choice,

especially for an anytime algorithm, as it would likely contain many of the large penalties. So,

rather than using randomized start states, all agents started with the zero value. However, if all

agents start at zero, then DSA and MGM would be useless, since no agent would ever want to

move alone. So, a reward of one was introduced for the case where one agent has the zero value,

and its neighbor has a nonzero value. In the high-stakes domain, we also performed 100 runs

on each of 10 randomly generated graphs with forty variables and 120 constraints, but due to the

addition of the safe value, the agents in these experiments had four possible values.

For each of the three domains, we ran: MGM, DSA with p ∈ {0.1, 0.3, 0.5, 0.7, 0.9}, MGM-2

with q ∈ {0.1, 0.3, 0.5, 0.7, 0.9} and SCA-2 with all combinations of the above values of p and q

(where q is the probability of being an offerer and p is the probability of an uncommited agent

acting). We also ran MGM-3 with q = 0.5. Each table shows an average of 100 runs on ten

randomly generated examples with some selected values of p and q.

We used communication cycles as the metric for our experiments, as is common in the DCOP

literature, since it is assumed that communication is the speed bottleneck. However, we note that,

as we move from 1-optimal to 2-optimal algorithms, the computational cost each agent i must

incur can increase by a factor of as much as
∑

j |X j| as the agent can now consider the combination

of its and all its neighbors’ moves. However, in the 2-optimal algorithms we present, each agent
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randomly picks a single neighbor j to coordinate with, and so its computation is increased by a

factor of only |X j|. As we move to 3-optimal algorithms, the cost increases further, as each agent

considers the combination of its own move and two of its neighbors’ moves; analogously, each

agent randomly picks two neighbors to coordinate with. Although each run was for 256 cycles,

most of the graphs display a cropped view, to show the important phenomena.

Figure 5.2 shows a comparison between MGM and DSA for several values of p. For graph

coloring, MGM is dominated, first by DSA with p = 0.5, and then by DSA with p = 0.9. For

the randomized DCOP, MGM is completely dominated by DSA with p = 0.9. MGM does better

in the high-stakes scenario as all DSA algorithms have a negative solution quality (not shown in

the graph) for the first few cycles. This happens because at the beginning of a run, almost every

agent will want to move. As the value of p increases, more agents act simultaneously, and thus,

many pairs of neighbors are choosing the same value, causing large penalties. Thus, these results

show that the nature of the constraint utility function makes a fundamental difference in which

algorithm dominates. Results from the high-stakes scenario contrast with [Zhang et al., 2003]

and show that DSA is not necessarily the algorithm of choice when compared with DBA across

all domains.

Figure 5.3 shows a comparison between MGM and MGM-2, for several values of q. In all

domains, MGM-2 eventually reaches a higher solution quality after about thirty cycles, despite

the algorithms’ initial slowness. The stair-like shape of the MGM-2 curves is due to the fact

that agents are changing values only once out of every five cycles, due to the cycles used in

communication. Of the three values of q shown in the graphs, MGM-2 rises fastest when q = 0.5,

but eventually reaches its highest average solution quality when q = 0.9, for each of the three

domains. We note that, in the high-stakes domain, the solution quality is positive at every cycle,
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Figure 5.2: Comparison of the performance of MGM and DSA
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due to the monotonic property of both MGM and MGM-2. Thus, these experiments clearly verify

the monotonicity of MGM and MGM-2, and also show that MGM-2 reaches a higher solution

quality as expected.

Figure 5.4 shows a comparison between DSA and SCA-2, for p = 0.9 and several values

of q. DSA starts out faster, but SCA-2 eventually overtakes it. The result of the effect of q on

SCA-2 appears inconclusive. Although SCA-2 with q = 0.9 does not achieve a solution quality

above zero for the first 65 cycles, it eventually achieves a solution quality comparable to SCA

with lower values of q.

Figure 5.5 compares MGM, MGM-2, and MGM-3 for q = 0.5. In all three cases, MGM-3

increases at the slowest rate, but eventually overtakes MGM-2. In the graph coloring and random

DCOP domains, the time window where MGM-2 provides the highest solution is very small.

Figure 5.6 compares DSA, SCA-2, and SCA-3 for p = 0.9 and q = 0.5. The performance

gains for increasing k are similar to the MGM case, except for the graph-coloring domain, where

the gains are smaller moving from k = 2 to k = 3, likely because both SCA-2 and SCA-3 are

approaching the optimal solution in almost every case.

Figure 5.7 contains a graph and a pie-chart for each of the three domains, providing a deeper

justification for the improved solution quality of MGM-2 and SCA-2. The graph shows a prob-

ability mass function (PMF) of solution quality for three sets of assignments: the set of all as-

signments in the DCOP (X), the set of 1-optima (XE), and the set of 2-optima (X2E). Here we

considered scenarios with twelve variables, 36 constraints, and three values per variable (four

for the high-stakes scenario to include the zero value) in order to investigate tractably explorable

domains. In all three domains, the solution quality of the set of 2-optima (the set of equilibria to
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Figure 5.3: Comparison of the performance of MGM and MGM-2
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Figure 5.4: Comparison of the performance of DSA and SCA-2
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Figure 5.5: Comparison of the performance of MGM, MGM-2, and MGM-3
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Figure 5.6: Comparison of the performance of DSA, SCA-2, and SCA-3
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which MGM-2 and SCA-2 must converge) is, on average, higher than the set of 1-optima. In the

high-stakes DCOP, 99.5% of assignments have a value less than zero (not shown on the graph.)

The pie chart shows the proportion of the number of 2-optima to the number of 1-optima that

are not also 2-optima. Notice that in the case of the randomized DCOP, most 1-optima are also

2-optima. Therefore, there is very little difference between the PMFs of the two sets of k-optima

on the corresponding graph. We also note that the phase transition mentioned in [Zhang et al.,

2003] (where DSA’s performance degrades for p > 0.8) is not replicated in our results. In fact,

our solution quality gets better as p > 0.8, though with slower convergence.

5.4.2 Large DCOPs

For our second group of experiments, we considered DCOPs of 1000 variables using the graph-

coloring and random DCOP domains. The main purpose of these experiments was to demonstrate

that the k-optimal algorithms quickly converge to a solution even for very large problems such as

these.

A random DCOP graph was generated for each domain, for link densities ranging from 1 to 5,

and results for MGM and MGM-3 are shown in the following tables. The tables shown represent

an average of 100 runs (from a random initial set of values) for each DCOP. The solution quality

shown in the tables is the total reward in the DCOP divided by the number of constraints in the

DCOP (so that the solution quality ranges from 0 to 1 in all cases for ease of comparison). Note

that a solution quality of 1.000 does not represent the optimal solution to the DCOP; rather it

represents a “theoretical” optimum, where all constraint rewards are 1 (i.e. no constraints are

violated in the graph-coloring domain).
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     1-optima
     2-optima that are
     not 1-optima

all assignments
1-optima
2-optima

Figure 5.7: Distributions of Solution Quality for X, XE , X2E and Cardinality of X2E as a proportion
of XE
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Density Quality (MGM) Quality (MGM-3) Cycles (MGM) Cycles (MGM-3)
1 0.985 0.995 7.12 270.62
2 0.947 0.981 11.74 3277.89
3 0.915 0.948 15.58 4708.06
4 0.891 0.919 19.92 5220.46
5 0.874 0.897 23.30 5448.10

Table 5.1: Results for MGM and MGM-3 for large DCOPs: Graph Coloring

Density Quality (MGM) Quality(MGM-3) Cycles (MGM) Cycles (MGM-3)
1 0.872 0.927 8.54 1233.82
2 0.804 0.852 12.84 3993.15
3 0.759 0.795 17.20 4845.96
4 0.738 0.766 21.08 5685.47
5 0.708 0.731 24.96 5786.55

Table 5.2: Results for MGM and MGM-3 for large DCOPs: Random Rewards
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Chapter 6

k-Optimality and Team Formation

6.1 Problem Formulation

To illustrate the benefits of applying k-optimality to real-world problems, I investigated the prob-

lem of human team formation, in which a team of people must be assembled from a large pool

of possible candidates, in order to accomplish a specific task. These problems can be formulated

as centralized COPs or as DCOPs, where each candidate is represented by a distributed agent.

Either way, once the problem is formulated, several options must be generated rapidly to present

to a human supervisor to make the final team selection. Finding k-optimal teams was a suitable

choice for this domain, because it ensured that the set of choices would be diverse, and each

possible team would be optimal within a region of similar teams that could be formed. Real data

from three separate domains was used; in all three cases, the problem formulation was essentially

the same. Each problem consisted of a set of candidates for the team and a set of roles on the

team that must be filled. In each problem, there were from 40-70 candidates for a team of six

to seven roles. With an agent for each candidate, this could represent a problem with as many

as 870 = 1.65 × 1063 possible assignments of candidates to roles (including an additional “null”
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role, where a candidate is not assigned to the team) and finding a globally optimal team is NP-

hard in general [Modi et al., 2005]. In addition, each problem consisted of various hard and soft

constraints on the assignment of candidates to positions that are further detailed in the domain

sections. To express these problems as DCOPs, each candidate was treated as an agent, and the

agent’s domain consisted of the set of roles that the candidate is allowed to take on plus a “null”

value, representing the candidate’s exclusion from the team. Not every candidate is allowed to

take on every role. Hard constraints existed between agents whose domains shared a value; such

that if both agents chose the same value, the constraint was considered violated. Other constraints

are detailed in the domain sections.

6.2 Sample Domain 1: Task force for Homeland Security Exercise

The first set of data comes from the Tabletop Exercise (TTX) planning phase of the large-scale,

multi-agency, AWI-07N anti-terrorist exercise being conducted in the Seattle-Tacoma area by the

US Navy Center for Asymmetric Warfare. The AWI-07N exercise is planned as a week-long

live simulation exercise in July 2007 during which forty participants from about thirty defense,

law enforcement, security and operational agencies, organizations and companies will respond to

and recover from a series of terrorist attacks in the Seattle-Tacoma port and maritime areas by

forming a central command organization and a variety of special- purpose teams operating under

that command.
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6.2.1 Team Roles

The focus of TTX was on recovery operations after a series of varied terrorist attacks in the

Seattle and Tacoma port and maritime areas (the Full Scale Exercise will include both imme-

diate response and recovery.) Accordingly, a six-person Command Team was used, having the

following roles:

• Officer in Charge (OIC)

• Assistant Officer in Charge (AIC)

• Intelligence Coordinator (IC)

• Operations Coordinator (OC)

• Inter-Agency Coordinator (IAC)

• Information Dissemination Coordinator (IDC)

The Command Team

6.2.2 Data Sources

A Qualification Check-In Form was filled out by 40 candidates from 30 different organizations

(DoD, Security, Pierce County, Tacoma City, etc.). The Qualification Check-In Form had three

parts, following a request for name, organization and job title; these parts were:

• Experience. Participants were asked to rate their experience in each of 9 technical areas

– judged important to port and marine terrorist attacks and recovery – on a scale of 1

(relatively low) to 5 (relatively high) by checking the appropriate box and use a broad

definition of each area.
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• Team Processes. Participants were asked to answer 19 questions designed to assess their

skills related to working in a team.

• Existing Connections. Participants were asked to list the people attending this Tabletop

Exercise whom they had communicated with the most during the past several weeks by

any means (in person, phone, e-mail, instant messaging, etc.), and provide the approximate

number of communications to that person and from that person.

For convenience in modeling, we divided the 30 organizations into 8 types. Job Titles were

categorized into levels from 1 (lowest) to 5 (top command level). Candidates were assigned ID

numbers for use in the subsequent analyses. The tabulated results of the Experience section of

the Check-In Form are shown in Figure 6.1. From left to right, the columns show: the person’s

ID number, the organization the person works for, the person’s job title, the organization type (8

types), the person’s rank within the organization (1 to 5) and the person’s experience in various

different skill areas.

6.2.3 DCOP Constraints

Three types of constraints were generated from this data: soft unary constraints, soft binary

constraints, and hard constraints of any arity.

6.2.3.1 Soft Unary Constraints

Each agent had an associated unary constraint, generating a reward based on the value (role) it

took, with a zero reward given for the null value. These constraint were generated in the follow-

ing ways. The answers to the Experience questions on the Check-In Form were used to generate
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scores for every candidate for five mission-related criteria: Organization and Control, Emergency

Response, Economic Effects, Defense Support, and Port and Marine Operations. Similarly, the

answers to the Team Processes questions were used to generate scores for every candidate for

three team-related criteria: Coordination Attitudes, Attitudes to Teamwork, and Leadership At-

titudes. Each team role was paired with two sets of predetermined weights; one set contained

weights for each of the mission-related areas, and the other set contained weights for each of

the team-related areas. Thus, the suitability of a candidate for each role with respect to the

mission-related criteria was determined by a weighted sum of the candidate’s mission-related

scores, using the weights particular to that role. Similarly, the suitability of a candidate for each

role with respect to the team-related criteria was determined by a weighted sum of the candi-

date’s team-related scores. In addition, social networking centrality measures, used to estimate

leadership skills, were generated based on the Existing Connections section of the form. For

the Officer-In-Charge role, the centrality measure, mission-related scores and team-related scores

were combined; for all other roles, only the mission-related and team-related scores were used.

6.2.3.2 Soft Binary Constraints

From the Existing Connections section, a second measure was generated, to represent the con-

nectedness between each pair of candidates in the social network. Pairs of agents, representing

candidates who were connected in some way, were assigned binary constraints, such that a re-

ward proportional to this connectedness measure was generated if both agents were assigned a

non-null value.
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6.2.3.3 Hard Constraints

Additional pre-existing constraints on the team composition were expressed as DCOP constraints

of any arity with a large negative reward if violated. Single-agent (unary) constraints were

expressed simply by removing values from agents’ domains. Multi-agent constraints were ex-

pressed explicitly with constraints in the DCOP. For this domain, the initial hard constraints used

to generate teams were:

• Officer in Charge must be from Groups 4 or 5

• Officer in Charge must have Rank/Position ≥ 3

• Officer in Charge: Leadership ≥ 2.5 + Interpersonal Skills ≥ 2

• Operations Coordinator must have Emergency Response ≥ 2 and Defense Support ≥ 2

• Inter-Agency Coordinator must have Interpersonal Skills ≥ 2 and Team Attitude ≥ 2

• Team must contain at least one member from Group 1

• Team must contain at least one member from Group 3

• Team must contain at least one member with Port and Marine Operations ≥ 3

• Team must contain at least one member with Economic Effects ≥ 3

In addition a relaxed set of constraints were used to generate other teams.

• Officer in Charge must have Rank/Position ≥ 3

• Team must contain at least one member from Groups 4 and 5
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6.2.3.4 Weighting the Constraints

Finally, the relative importance of the four types of soft constraints (mission-related unary con-

straints, team-related unary constraints, centrality unary constraints, and connectedness binary

constraints) to the global objective function could be adjusted by further weighting these four

measures with respect to each other. In the initial examples used, each of the four factors were

weighted equally, with each accounting for 25% of the overall objective.

6.2.4 Formation of k-Optimal Teams

2-optimal teams were formed for several cases; each case used a different combination of weights

and hard constraints. For each case, 100 random runs of a 2-optimal algorithm were used to

generate teams; discarding duplicate teams, the results are shown in Figure 6.2. Each run took

approximately 4 minutes on a 2.16 GHz Intel Core Duo machine with 2GB of RAM running

Mac OS X. In some cases (1, 4, and 7) all 100 runs produced the same team, strongly suggesting

that this was the only 2-optimal team possible under the constraints given (and that it was the

globally optimal team). In others, several teams were produced. Since the teams are 2-optimal,

any two teams in a single case must have more than two differing assignments of people to roles,

providing diversity among the choices.

6.3 Sample Domain 2: Second Homeland Security Exercise

We also applied the same techniques on a larger dataset from a similar exercise in the Los An-

geles area. Here, 2-optimal and 3-optimal seven-person teams were formed from a pool of 68

candidates using 100 random runs each. The 2-optimal teams formed are shown in Figure 6.3.
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Due to the larger dataset, more 2-optimal teams were found in the search space. Again, any two

teams must have more than two differing assignments of people to roles.

When 3-optimality was used, only the first team in the figure was produced, strongly suggest-

ing that this team is the globally optimal team, and the only 3-optimal team.
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Chapter 7

Other Work

In addition to my work in k-optimality, I have also contributed to advances in conceptualizing

and measuring privacy in DCOPs [Maheswaran et al., 2006; Greenstadt et al., 2006], as well as

in solving DCOPs more efficiently [Maheswaran et al., 2004b].

7.1 Privacy in DCOPs

It is critical that agents deployed in real-world settings, such as businesses, offices, universi-

ties and research laboratories, protect their individual users’ privacy when interacting with other

entities. Indeed, privacy is recognized as a key motivating factor in the design of several multi-

agent algorithms, such as in distributed constraint reasoning (including both algorithms for dis-

tributed constraint optimization (DCOP) and distributed constraint satisfaction (DisCSPs)), and

researchers have begun to propose metrics for analysis of privacy loss in such multiagent algo-

rithms. Unfortunately, a general quantitative framework to compare these existing metrics for

privacy loss or to identify dimensions along which to construct new metrics was currently lack-

ing.
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In [Maheswaran et al., 2006] we presented three key contributions to address this shortcom-

ing. First, we introduced VPS (Valuations of Possible States), a general quantitative framework to

express, analyze and compare existing metrics of privacy loss. Based on a state-space model, VPS

is shown to capture various existing measures of privacy created for specific domains of DisC-

SPs. The utility of VPS is further illustrated through analysis of privacy loss in DCOP algorithms,

when such algorithms are used by personal assistant agents to schedule meetings among users.

In addition, VPS helps identify dimensions along which to classify and construct new privacy

metrics and it also supports their quantitative comparison. Second, [Maheswaran et al., 2006]

presents key inference rules that may be used in analysis of privacy loss in DCOP algorithms

under different assumptions. Third, detailed experiments based on the VPS-driven analysis lead

to the following key results: (i) decentralization by itself does not provide superior protection of

privacy in DisCSP/DCOP algorithms when compared with centralization; instead, privacy pro-

tection also requires the presence of uncertainty about agents’ knowledge of the constraint graph.

(ii) one needs to carefully examine the metrics chosen to measure privacy loss; the qualitative

properties of privacy loss and hence the conclusions that can be drawn about an algorithm can

vary widely based on the metric chosen.

In [Greenstadt et al., 2006] we applied a similar analysis to more recent DCOP algorithms,

including DPOP and Adopt, to see if they suffered from a similar shortcoming. We found that

several of the most efficient DCOP algorithms, including both DPOP and Adopt, provided better

privacy protection than the algorithms considered in [Maheswaran et al., 2006], such as SynchBB.

Furthermore, we examined, for the first time, the privacy implications of various distributed con-

traint reasoning design decisions, e.g. constraint-graph topology, asynchrony, message-contents,
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to provide an improved understanding of privacy-efficiency tradeoffs. Finally, this paper aug-

mented our previous work on system-wide privacy loss, by investigating inequities in individual

agents’ privacy loss.

7.2 Solving DCOPs Efficiently

To capably capture a rich class of complex problem domains, we introduced the Distributed

Multi-Event Scheduling (DiMES) framework and showed how DCOPs could be formulated, us-

ing only binary constraints, whose optimal solution is also the optimal solution to the DiMES

problem [Maheswaran et al., 2004b]. To approach real-world efficiency requirements, we ob-

tained large speedups for the Adopt algorithm using two preprocessing steps: improving the

communication (tree) structure of the agents and precomputing best-case bounds on solution

quality. Results were given for meeting scheduling and sensor network domains.
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Chapter 8

Related Work

Although k-optimality is a fundamentally new concept in distributed constraint reasoning, we can

draw parallels to related work.

8.1 Constraint Reasoning

An active area of recent research has been in the developtment of complete “n-optimal” algo-

rithms, including Adopt [Modi et al., 2005], OptAPO [Mailler and Lesser, 2004] and DPOP

[Petcu and Faltings, 2005].

The Asynchronous Distributed Optimization (Adopt) algorithm [Modi et al., 2005] is the first

known algorithm for DCOP; it is an asychnronous algorithm in which a Depth-First Search (DFS)

tree is extracted from the DCOP graph, and small messages are passed up and down the tree. The

runtime of Adopt was significantly improved using preprocessing techniques in [Maheswaran

et al., 2004b] and [Ali et al., 2005]. A second algorithm for DCOP, Optimal Asynchronous Par-

tial Overlay (OptAPO) [Mailler and Lesser, 2004], requires no DFS tree. Instead agents partially

centralize the problem by forming subgroups; one agent in the subgroup would receive the con-

straints on the other agents and would solve the subproblem for that subgroup; in most cases
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complete centralization was not necessary to reach an optimal solution. A third algorithm, DPOP

[Petcu and Faltings, 2005], is a dynamic programming-based algorithm in which a DFS tree is

used, as in Adopt. In DPOP, each agent passes just one message up the tree. The agent considers

every possible combination of values that could be chosen by the higher-priority agents that have

constraints with this agent, and finds the best value it can choose, for each of these combinations;

the value and reward for every combination is included in this message. Multiply-constrained

DCOPs, for which the bounds on solution quality for k-optima in this thesis can also be applied,

were introduced in [Bowring et al., 2006], along with a modification of Adopt to solve these

problems optimally.

Previous work in incomplete, 1-optimal algorithms for DCOP was described in detail in

Chapter 5. The aim of this thesis is to consider the large space in between these two classes

of algorithms and solutions.

This thesis also provides a theoretical complement to the experimental analysis of local min-

ima (1-optima) and landscapes in centralized constraint satisfaction problems (CSPs) [Yokoo,

1997] as well as incomplete DCOP algorithms [Zhang et al., 2003]. While this thesis is primarily

concerned with the effects of varying k and graph structure, the cited works provide insight into

the effects of the choice between k-coordinated algorithms of the same k-level on solution quality

and convergence time. Note that k-optimality can also apply to centralized constraint reasoning

as a measure of the relative quality and diversity of local optima. However, examining properties

of solutions that arise from coordinated value changes of small groups of variables is especially

useful in distributed settings, given the computational and communication expense of large-scale

coordination.
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Finally, despite the seeming similarity of k-optimality to k-consistency [Freuder, 1978] in

centralized constraint satisfaction, the two concepts are entirely different, as k-consistency refers

to reducing the domains of subsets of variables to maintain internal consistency in a satisfac-

tion framework while k-optimality refers to comparing fixed solutions where subsets of variables

optimize with respect to an external context.

8.2 Distributed Markov Decision Processes

It should also be noted that the bounds on solution quality of k-optima in this thesis also apply to

networked distributed partially-observable Markov decision processes as defined in [Nair et al.,

2005]. These structures can be viewed as DCOPs where each agent’s domain represents its entire

policy space, and rewards arise from the combinations of policies chosen by subsets of agents.

Since the solution quality bounds do not depend on domain size, they can be directly applied to

k-optimal ND-POMDP policies; in fact, the locally optimal algorithm presented in [Nair et al.,

2005] is a 1-optimal algorithm.

8.3 Local Search and Game Theory

My research on upper bounds on the number of k-optima in DCOPs is related to work in landscape

analysis in local search and evolutionary computing. In particular, [Caruana and Mullin, 1999]

and [Whitley et al., 1998] have provided techniques for estimating numbers of local optima in

these problems. In contrast, my work provides worst-case bounds on the number of k-optima

in a DCOP, rather than an estimate based on sampling the solution space, and also exploits the
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structure of the agent network (constraint graph) to obtain these bounds, which was not done in

previous work.

Given that counting the number of Nash equilibria in a game with known payoffs is #P-hard

[Conitzer and Sandholm, 2003], upper bounds on this number have indeed been investigated

for particular types of games [McLennan and Park, 1999; Keiding, 1995]. Additionally, graph

structure is utilized in several different algorithms to expedite finding Nash equilibria for a given

graphical game with known payoffs [Kearns et al., 2001; Vickrey and Koller, 2002; Blum et al.,

2003; Littman et al., 2002]. However, using graph structure to finding bounds on pure-strategy

Nash equilibria over all possible games on a given graph (i.e., reward-independent bounds) re-

mained an open problem; this thesis contains the first known upper bounds on Nash equilibria in

such games.

8.4 Local Search in Combinatorial Optimization

The definition of k-optimality in DCOPs is analogous to the k-opt family of algorithms for the

canonical Traveling Salesman Problem (TSP) [Lin, 1965]. In TSP, a route is considered k-optimal

if it cannot be improved by replacing any k or fewer edges with new edges in the route graph. A

quality guarantee on 2-optimal TSP tours has been given in [Lin, 1965].
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Chapter 9

Conclusions and Future Work

9.1 Conclusions

In addition to new algorithms for distributed constraint optimization, this thesis makes several

contributions towards understanding locally optimal states that occur in systems of cooperative

agents when the ability to cooperate is bounded.

In Chapter 2, k-optimality was introduced as an algorithm-independent classification for lo-

cally optimal solutions to a DCOP. At the same time, based on this definition, any DCOP algo-

rithm can be classified as a k-optimal algorithm for some value of k. We have also shown the

existence of several useful properties of k-optimal DCOP solutions. In Chapter 6, a case study

of the application of k-optimality to the problem of human team formation was shown, in order

to instantiate many of the theoretical ideas presented in the rest of the thesis. k-optimal teams

were found using actual data, including social network data, from several real military and civil-

ian task scenarios. In Chapter 5, new families of k-optimal algorithms were designed for k = 2

and k = 3. Important properties of these algorithms, such as monotonicity, were proven. The
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assignment space

regions of:

• dominance

• density

k-optimum

• exclusivity

Figure 9.1: A depiction of three key regions in the assignment space, given a k-optimum, that
allowed for the discovery of various theoretical properties about k-optima

algorithms were also analyzed experimentally and shown to outperform existing 1-optimal algo-

rithms. In addition, these algorithms were used to find k-optimal solutions to DCOPs larger than

those solved optimally in any previous work.

Based on this foundation, this thesis contains three key insights that led to the further con-

tributions of theoretical results about k-optimality. We can refer to these insights as exclusivity,

dominance, and density. Figure 9.1 depicts a k-optimal assignment a existing within the space

of all possible assignments to a given DCOP. This thesis has shown how any k-optimum implies

the existence of three particularly defined regions of the assignment space. Certain properties of

these regions of the space (the number of assignments they contain, as well as the total reward
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of those assignments) allow us to determine properties of the k-optima themselves. These three

regions are shown in the figure, each corresponding to one of the three insights:

1. The region of exclusivity, as found in Chapter 4 contains all the assignments that, given the

k-optimum a, cannot also be a k-optimum. These assignments occur when any group G of

k or fewer agents faces the same context as in a, but some agent in G chooses a different

value from its value in a. Note that it is possible for some of these assignments to actually

have a reward higher than that of a (due to value changes by other agents outside the view

of G). Nevertheless, these assignments cannot be k-optimal because the agents in G (or

some subset) can always improve the global reward by changing their values.

2. A subset of the region of exclusivity is the region of dominance. As found in Section 3.4,

this region, given a k-optimum, contains all the assignments that not only cannot be a k-

optimum, but also must have a lower or equal reward to the k-optimum.

3. A subset of the region of dominance is the region of highest density. We can define the

density of a region of assignments Â as the mean reward of all assignments in Â:

∑
â∈Â R(â)

|Â|

In Section 3.1 and 3.2, we are finding, for any k-optimum, the densest region that this k-

optimum must dominate (have a higher reward than all assignments in the region). This

region is of course a subset of the k-optimum’s region of dominance. Without knowing the

actual costs and rewards on the constraints in the DCOP, we can express the density of this
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particular region in terms of R(a) (the reward of the k-optimum) and R(a∗) (the reward of

the global optimum).

These three regions of assignments are the basis for four remaining contributions of this

thesis. Each contribution is a set of theoretical results about k-optima.

1. Quality guarantees on k-optima. The region of highest density defined by a k-optimum

was used to find the guarantees on the solution quality of a k-optimum, given in Sections 3.1

and 3.2. Since a k-optimum a must dominate this region, it must therefore have reward R(a)

higher than the region’s density. Since this density can be expressed in terms of R(a) and

R(a∗), a lower bound on the reward of the k-optimum can be expressed in terms of the

reward of the globally optimal solution, independent of the costs and rewards on the DCOP

constraints, as well as the domain size of each variable.

2. Quality guarantees on k-optima in DCOPs with hard constraints. Both the region

of highest density and the region of dominance are used in Section 3.3 to extend these

guarantees to DCOPs that contain hard constraints. In that section, we observe that these

guarantees are only possible given certain restrictions on the quantity and placement of the

hard constraints in the DCOP. Otherwise it would be possible for a k-optimum to violate a

hard constraint, making no guarantee possible for a k-optimum in such a DCOP. In a DCOP

withe these restrictions, we showed it is not possible for a k-optimum to violate a hard

constraint, because if such a k-optimum existed, it would be dominated by an assignment

in its own region of dominance; a contradiction. Subsequently, this section showed how

the region of highest density could be found in the presence of hard constraints by ensuring

that no assignment that violated a hard constraint would be included in the region. If such
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an assignment were included, its large negative reward would offset the reward of the other

assignments, driving the density of the region below zero and making guarantees on quality

impossible for k-optima.

3. Guarantees on domination ratio of k-optima. The region of dominance was used in

Section 3.4 to calculate the guaranteed domination ratio (the proportion of assignments in

the total space that any k-optimum must dominate).

4. Upper bounds on the number of k-optima in a DCOP. Finally, the region of exclusivity

was used in Chapter 4 to calculate upper bounds on the number of k-optima that can exist,

given a DCOP graph. Each k-optimum claimed a region of assignments that could not

also be k-optima. Then, each assignment in the region was divided among the maximal

number of k-optima whose exclusivity regions it could possibly be in. This provided each

k-optimum with a distinct region of assignments (or shares of assignments) that it could

claim. Dividing the number of total assignments in the whole assignment space by the size

of this region produced the upper bound on the number of k-optima that could exist given

a DCOP graph.

9.2 Future Work

While this thesis has begun to explore the effects of agents’ bounded ability to cooperate on their

performance as a team, the following areas seem especially promising for future work in this

area.

1. Analogs of k-optimality for noncooperative settings: restricted coalition-proof equi-

libria. A primary justification for k-optimality is the cost and difficulty of aggregating the
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Figure 9.2: Graphical game example

preferences of large groups of agents; if agents are bounded in this ability, up to a certain

group size, a k-optimum will arise for cooperative settings such as DCOPs. A clear area

for investigation is the extension of this idea to noncooperative settings. Figure 9.2 shows

a sample graphical game - a game where players’ payoffs depend only on the actions of a

subset of other players. Edges in the graph show which players affect each others’ payoffs;

since this relationship is symmetric in this example, the graph is undirected. Here, the pay-

offs for agent A depend only on its own action and that of agent B (the row player’s payoff

is listed first). Agent B’s payoffs depend on the actions of all three agents (B receives the

sum of the payoffs from its two matrices with A and C).

What happens when, due to bounds on computational ability or time, noncooperative agents

in graphical games are limited in their ability to form coalitions that contain more than k

agents? Game theorists have focused on properties of coalition-proof equilibria, but this

work generally assumes that all sizes of coalitions are possible. If coalitions are limited to

k agents, the space of “k-coalition-proof” equilibria should become larger, and it may be

easier to find such equilibria. These equilibria would be just as robust as standard coalition-

proof equilibria in settings where agents do not have the ability to form coalitions of more

than k agents. I will begin by developing algorithms to find k-coalition-proof equilibria in
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graphical games by using existing techniques to find all Nash equilibria, and then focus on

efficiently checking them for k-coalition-proofness.

2. Efficient k-optimal algorithms for DCOP. Now that levels of solution quality can be

guaranteed for k-optima, another clear area for future work is the development of efficient,

distributed k-optimal algorithms for k > 3. One path along which these algorithms can

be developed are the MGM/DSA framework, based on the algorithms in this thesis, where

larger groups are formed in each round, at a cost of more message cycles per round. One

challenge of this approach is that, for k > 3 there is not always an agent in a group that has

a constraint with all of the other agents (consider a chain of four agents for example). This

possibility would require a detailed system for passing messages in order to ensure that the

group would always make coordinated value changes.

Another framework that could possibly be utilized is the OptAPO algorithm of [Mailler

and Lesser, 2004]. In this complete algorithm, agents designated as mediators find optimal

solutions to subgraphs of the DCOP. It would seem that if this responsibility of mediating

agents were relaxed to require only a k-optimal solution to their subproblems, a k-optimal

solution would result.

3. Improving bounds on solution quality of k-optima. The current lower bounds on solu-

tion quality of k-optima depend only on the graph structure of the DCOP, and do not take

any information about rewards into account. This makes them applicable over all possi-

ble reward structures, and is appropriate given the assumption that no central source has

knowledge of all the rewards in the system. However, initial experiments have shown that

if the system designer knows some partial information about the rewards on the constraints,
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this can be used to add constraints to the LFP which is used to find lower bounds on so-

lution quality for arbitrary graphs. One area for future work is to explore the effect of this

kind of partial knowledge on the solution quality bounds for k-optima. We focus on partial

information because if all rewards are known and collected together, then an exact lower

bound could be found by simply enumerating all k-optima and their respective rewards.
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